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Abstract

This paper develops inference and statistical decision for set-identified parameters from the robust Bayes perspective. When a model is not identified, prior knowledge for model parameters is decomposed into two components: the one that can be updated by data (revisable prior knowledge) and the one that never be updated (unrevisable prior knowledge). We accept a single prior distribution for the revisable and apply Bayesian updating, while we introduce the unconstrained class of prior distributions for the unrevisable, and develop an inference procedure that is free from the unrevisable prior knowledge. We summarize posterior uncertainty of the set-identified parameters by the posterior lower and upper probabilities (Dempster (1967, 1968)). We develop point estimation of the set-identified parameters based on the posterior gamma-minimax criterion, which is, in our context, equivalent to minimizing the Choquet expected loss with respect to the posterior upper probability. We also propose a use of the posterior lower probability to construct a posterior credible region for the set-identified parameters. Our framework offers a procedure to eliminate set-identified nuisance parameters, and yields an inference for the marginalized identified set. A simple numerical algorithm is provided for implementing the procedure, and a large sample property of the procedure is examined and compared with frequentist procedures proposed in the literature.
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1 Introduction

The conditional perspective claims that statistical inference and decision making should be conditional on what has been actually observed. The Bayesian method is one of the most commonly used procedures among those which stand on the conditional viewpoint. In the situation where the data (likelihood function) is not informative about the parameter of interest, then a specification of prior distribution may have significant influence to the posterior distribution, and the subsequent posterior analysis may largely depend upon the researcher’s prior knowledge. We encounter such situation in the partially identified model put forward by the sequence of seminal work by Manski (1989, 1990, 2003, 2008). Accordingly, some may claim that in the absence of credible prior information the Bayesian analysis is less suitable due to the posterior sensitivity to prior, especially when the goal of analysis is to obtain the conclusion that is robust to empirically unverifiable assumptions.

To remedy this lack of robustness, but without discarding the conditionality principle, this paper develops a robust procedure of Bayesian inference and decision for set-identified models. Being different from the existing Bayesian analysis of the partially identified model (Bollinger and van Hasselt (2009), Gustafson (2009, 2010), Moon and Schorfheide (2009) and Liao and Jiang (2010)), our analysis aims at developing the posterior inference procedure that is insensitive to the specification of priors. When the parameters are not identified, or, more precisely, the likelihood is flat over some regions in the parameter space, a prior distribution for the parameters can be decomposed into two components: the one that can be updated by data (revisable prior knowledge) and the one that never be updated by data (unrevisable prior knowledge). We claim that the lack of posterior robustness is due to the unrevisable prior knowledge, and aim to make posterior probabilistic judgement free from the unrevisable prior knowledge. For this purpose, we accept a single probability distribution for the revisable prior knowledge, while we introduce the class of arbitrary prior distributions for the unrevisable prior knowledge. The Bayes rule is used to update the revisable prior knowledge, and the updated revisable prior is combined with each unrevisable prior to generate the class of posteriors for the set-identified parameters.

We summarize these multiple posteriors by the posterior lower and upper probabilities. For each subset in the parameter space, the posterior lower and upper probabilities are defined by the lowest and highest probabilities allocated on the subset among those multiple posteriors. Accordingly, if the posterior lower (upper) probability on set $A$ in the parameter space is $\alpha$, we interpret that we put on set $A$ posterior probability at least (at most) $\alpha$ irrespective of the unrevisable prior knowledge. The lower and upper probabilities originate from Dempster (1966, 1967a) in his fiducial argument of deriving the posterior probabilities, and
Dempster (1968) extends the idea to incorporate the partial prior knowledge into Bayesian inference. Shafer (1976, 1982) employs the mathematical structure of the Dempster’s lower and upper probabilities to develop the belief function analysis: a system of probabilistic judgement and learning procedure that deal with both partial prior knowledge and imprecise or set-valued observations. Walley (1991) introduces the lower and upper probabilities into the Bayesian subjectivism to model the degree of prior ignorance and indecision in the decision problem. Our use of lower and upper probabilities is motivated by the robust Bayes analysis considered in DeRobertis and Hartigan (1981), Wasserman (1989, 1990), and Wasserman and Kadane (1990), where they introduce the prior class to be the probability distributions sandwiched by lower and upper probabilities, and consider updating rules of the lower and upper probabilities to obtain the posterior class. These works, however, do not explicitly consider non-identified models, and let specification of the prior class depend on the researcher’s imprecise prior knowledge. This paper, in contrast, focuses on the non-identified models, and proposes a way to construct the prior class with which the posterior inference is robust in the spirit of partial identification in econometrics (Manski (2003)). The main contributions of this paper are, therefore, i) to clarify how an early idea of lower and upper probability analysis can fit to the recent issue on inference and decision for the partially identified models, and ii) to demonstrate that by designing the prior class to include arbitrary unrevisable prior knowledge, we can obtain analytically tractable posterior lower and upper probabilities, and they are useful for robust inference and decision in the partially identified models in econometrics.

When the model is not identified, the resulting posterior lower and upper probabilities become supadditive and subadditive measures respectively, implying that the posterior analysis based on the lower and upper probabilities must depart from the standard Bayesian analysis of a single posterior probability distribution. We show that the posterior lower (upper) probabilities on a subset in the parameter space is given by the posterior probability that the subset contains (hits) an appropriately defined identified set, which is a posteriori random with its source of randomness coming from the posterior probability law for the identified components in the model. Beresteanu and Molinari (2008) show usefulness and wide applicability of the random set theory to the partially identified model by viewing an observation as a random set and defining the identified set by its Aumann expectation. Galichon and Henry (2006) proposed a use of Choquet capacity in defining and inferring the identified set in their framework of incomplete model. We obtain an identified set as a random object whose probability law is represented by the posterior lower and upper probabilities, and in this regard, our analysis conceptually differs from these frequentist ways of obtaining the identified set.
From the statistical decision viewpoint, the robust Bayes formulation offers a convenient way to integrate uncertainty of the identified set and ambiguity represented by the identified set into a single objective function. Specifically, we consider a point estimator for the set-identified parameter based on the gamma-minimax criterion (Berger (1985)), which leads us to an action that minimizes the posterior risk formed under the most pessimistic prior within the class. The Gamma-minimax decision problem often becomes challenging and its analysis has been limited to rather simple parametric models with a certain choice of prior class (see, e.g., Betro and Ruggeri (1992) and Vidakovic (2000)). In contrast, our specification of prior class gives a simple analytical solution of gamma-minimax action in a general class of non-identified models. We show that the gamma-minimax action is obtained by minimizing the Choquet expected loss with respect to the posterior upper probability. The closed form expression of the point estimator is not available in general, but it can be computed by applying the standard Bayesian computing such as Markov Chain Monte Carlo. For the intervally identified parameter case with the quadratic loss, it is analytically simple to solve for the gamma-minimax regret decision. We show that the midpoint of the posterior means of lower and upper bounds minimizes the gamma-minimax regret criterion, which is a qualitatively similar decision to the local asymptotic minimax regret decision analyzed in Song (2009).

As a summary of the posterior uncertainty of the set-identified parameters, we develop a procedure to construct a posterior credible region by focusing on the highest probability region of the posterior lower probability. Since the posterior lower probability is not a probability measure so that the construction and interpretation of the posterior credible region differs from the standard Bayesian credible region constructed upon a posterior probability distribution. The interpretation of $C_{\alpha}$, the volume minimizing posterior lower credible region with credibility $\alpha$ is that $C_{\alpha}$ is the smallest subset in the parameter space on which we place at least probability $\alpha$ irrespective of the unrevisable prior knowledge. This paper provides an algorithm to construct such credible regions when the parameter of interest is a scalar. We analyze the asymptotic property of the volume minimizing posterior lower credible region, and compare it with the confidence regions constructed in the criterion function approach of Chernozhukov, Hong, and Tamer (2007).

The rest of the paper is organized as follows. In Section 2, we introduce the likelihood based framework of the set identified model. In Section 3, we derive the posterior distribution of the set-identified parameter, and we pin down revisable and unrevisable prior knowledge. In Section 4, we introduce the class of prior distributions for the unrevisable, and derive the posterior lower and upper probabilities. The point estimation problem with the multiple priors are examined in Section 5. In Section 6, we investigate how to construct the
posterior credible region based on the posterior lower probability. Its large sample behavior is examined and compared with a criterion function approach with an intervally identified parameter. Proofs and lemma are provided in Appendix A.

2 Likelihood and Set Identification

2.1 The General Framework

Let \((X, \mathcal{X})\) and \((\Theta, \mathcal{A})\) be measurable spaces of a sample and parameters, respectively. Our analytical framework up to Section 4 only requires the parameter space \(\Theta\) to be a Polish (complete separable metric) space, and it covers both a parametric model \(\Theta = \mathcal{R}^d, d < \infty\), and a nonparametric model where \(\Theta\) is a separable Banach space. We denote a probability measure on the product measurable space \((X \times \Theta, \mathcal{X} \otimes \mathcal{A})\) by \(\Pi\), and let \(\mu_\theta\) be a marginal probability distribution on the parameter space \((\Theta, \mathcal{A})\) referred to as a prior distribution for \(\theta\). Also, let \(P(\cdot | \theta)\) defined on \((X, \mathcal{X})\) be the likelihood, which is defined as a transition probability from \((\Theta, \mathcal{A})\) to \((X, \mathcal{X})\) that satisfies (i) \(P(\cdot | \theta)\) is a probability measure on \((X, \mathcal{X})\) for every \(\theta \in \Theta\), and (ii) \(P(X|\cdot)\) is \(\mathcal{A}\)-measurable for all \(X \in \mathcal{X}\). We assume that \(P(\cdot | \theta)\) has a Radon-Nikodym derivative \(p(x|\theta)\) at every \(x \in X\) with respect to a \(\sigma\)-finite measure on \((X, \mathcal{X})\).

The parameter vector \(\theta\) consists of the parameters that govern behaviors of economic agents as well as those that characterize the distribution of unobserved heterogeneities among the agents. Alternatively, in the context of missing data or the counterfactual causal model, \(\theta\) would index the distribution of the underlying population outcomes or the potential outcomes. In any of these, the parameter \(\theta\) should be distinguished from the parameters that are used solely to summarize the sampling distribution of data. The identification problem of \(\theta\) arises in this context, and if multiple values of \(\theta\) can generate the same distribution of data, then we claim that these \(\theta\)'s are observationally equivalent and identification of \(\theta\) fails. In terms of the likelihood function, the observational equivalence of \(\theta \neq \theta'\) is equivalent to saying that the values of the likelihood function at \(\theta\) and \(\theta'\) are identical no matter what the observations are, i.e., \(p(x|\theta) = p(x|\theta')\) for every \(x \in X\) (Rothenberg (1971), Drèze (1974), and Kadane (1974)). We represent the observational equivalence relation of \(\theta\)'s by a many-to-one and onto function \(g : (\Theta, \mathcal{A}) \rightarrow (\Phi, \mathcal{B})\),

\[ g(\theta) = g(\theta') \text{ if and only if } p(x|\theta) = p(x|\theta') \text{ for all } x \in X.\]

The equivalence relationship partitions the parameter space \(\Theta\) into the equivalent classes on each of which the likelihood is "flat" irrespective of the observations, and \(\phi = g(\theta)\) maps
each of these equivalent classes to a point in another parameter space $\Phi$. In the language of structural model in econometrics (Hurwicz (1950) and Koopman and Reiersol (1950)), $\phi = g(\theta)$ is interpreted as the reduced form parameter that carries all the information for the structural parameters $\theta$ through the value of the likelihood function. In the literature of Bayesian statistics, $\phi = g(\theta)$ is referred to as the \textit{minimally sufficient parameters} (\textit{sufficient parameters} for short), and the range space of $g(\cdot)$, $(\Phi, B)$, is called the \textit{sufficient parameter space} (Barankin (1960), Dawid (1979), Florens and Mouchart (1977), Florens, Mouchart, and Rolin (1990), and Picci (1977)).

Let $A_0$ be the smallest sub-$\sigma$-algebra of $A$ with respect to which the likelihood $p(x|\theta)$ is measurable for all $x \in X$. It is known that $A_0$ is unique and coincides with the sub-$\sigma$-algebra in $A$ induced by $g(\cdot)$ (See Lemma 2.7 of Picci (1977)). That is, in the presence of the sufficient parameter, the likelihood depends on $\theta$ only through an $A_0$-measurable function $g(\theta)$ (Lemma 2.3.1 of Lehmann and Romano (2005)), and there exists a $B$-measurable function $\hat{p}(x|\cdot)$ such that

$$p(x|\theta) = \hat{p}(x|g(\theta)) \quad \forall x \in X \text{ and } \theta \in \Theta. \quad (2.1)$$

Consider the inverse map of $g(\cdot)$ denoted by $\Gamma : \Phi \rightarrow A_0$,

$$\Gamma(\phi) = \{ \theta \in \Theta : g(\theta) = \phi \}.$$ 

Since $g(\theta)$ represents the observationaly equivalence, $\Gamma(\phi)$ and $\Gamma(\phi')$ for $\phi \neq \phi'$ are disjoint, and $\{ \Gamma(\phi) : \phi \in \Phi \}$ constitutes a partition of $\Theta$. In the structural model of econometrics, $\Gamma(\phi)$ can be seen as a set of observationally equivalent $\theta$'s that share the same value of the reduced form parameters. We assume throughout that $\Gamma(\phi)$ is nonempty for every $\phi \in \Phi$. In an observationally restrictive model in the sense of Koopman and Reiersol (1950), $\hat{p}(x|\cdot)$ the likelihood function for the sufficient parameters is well defined for a domain larger than $g(\Theta)$, and in this case the model possesses the refutability property, i.e., $\Gamma(\phi)$ can be empty for some $\phi$. The above assumption, however, precludes the refutable model from our analysis.

We define the set-identification of $\theta$ and the identified set of $\theta$ as follows.

\textbf{Definition 2.1 (Set-identification and identified set of $\theta$)} (i) The model is set-identified if $\Gamma(\phi)$ is not a singleton for some $\phi \in \Phi$. Equivalently, the model is set-identified if the sufficient parameter $\sigma$-algebra $A_0$ is a proper sub-$\sigma$-algebra of $A$.

(ii) The inverse map of $g(\cdot)$, $\Gamma : \Phi \rightarrow A_0$ is called an identified set of $\theta$.

Our definition of set identification given above is in fact a paraphrase of the classical definition of non-identification of the structural model. The identified set $\Gamma$ is seen as a
multi-valued map from the sufficient parameter space \( \Phi \) to the original parameter space \( \Theta \). Note that the identification of \( \theta \) only relies on the likelihood \( p(x|\theta) \) and its definition does not change before and after observing data. In this sense, the Bayesians and frequentists share the same concept of identification (Kadane (1974)), and, furthermore, the identification argument does not require the hypothetical argument of availability of infinite number of observations.

In many of the set-identified models, the parameter of interest is given by a subvector or a transformation of \( \theta \). We denote parameters of interest by \( \eta = h(\theta) \) where \( h : (\Theta, A) \to (\mathcal{H}, D) \) be a measurable function of \( \theta \). Elimination of the nuisance parameters in \( \theta \) interprets \( h(\cdot) \) as a coordinate projection of \( \theta \). We define the identified set of \( \eta \) simply by the projection of \( \Gamma(\phi) \) onto \( \mathcal{H} \) through \( h(\cdot) \).

**Definition 2.2 (Set-identification and identified set of \( \eta \))** Let \( H(\phi) \equiv \{ h(\theta) : \theta \in \Gamma(\phi) \} \) be the image of \( h(\cdot) \) with the domain given by \( \Gamma(\phi) \). The parameter \( \eta = h(\theta) \) is set-identified if \( H(\phi) \) is not a singleton for some \( \phi \in \Phi \). If it is the case, we call \( H(\phi) \) the identified set of \( \eta \).

The task of constructing the sharp bounds of \( \eta \) in the partially identified model is essentially equivalent to finding the expression of \( H(\phi) \) where \( \phi \) is a parameter vector indexing the sampling distribution of data. Below, we shall provide some examples of partially identified models where a closed form expression or a numerical method to compute \( H(\phi) \) is available.

### 2.2 Some Examples

We now give some examples, both to illustrate the above concepts and notations and to provide a concrete focus for later development. Each example has been analyzed as a partially identified model in econometrics literature.

**Example 2.1 (Missing data)** Let \( Y \in \{1, 0\} \) be the binary outcome. In data, some observations of \( Y \) is missing for some unknown reason. We indicate whether \( Y \) is observed or not by \( D \in \{1, 0\} : D = 1 \) if \( Y \) is observed and \( D = 0 \) if \( Y \) is missing. Data is given by size \( N \) random sample \( x_N = \{(Y_i, D_i) : i = 1, \ldots, N\} \). Let us take the parameter vector \( \theta \) as the following probability masses,

\[
\begin{align*}
\theta_{11} &= \Pr(Y = 1, D = 1), & \theta_{01} &= \Pr(Y = 0, D = 1), \\
\theta_{10} &= \Pr(Y = 1, D = 0), & \theta_{00} &= \Pr(Y = 0, D = 0).
\end{align*}
\]
The parameter space for $\theta$ is $\Delta_4^d$ where $\Delta_4^d$ is the $d$-dimensional probability simplex. The likelihood of the observed data is given by

$$p(x_N|\theta) = c(x_N)\theta_{11}^{n_{11}}\theta_{01}^{n_{01}}[\theta_{10} + \theta_{00}]^{n_{m}}$$

where $n_{11} = \sum_{i=1}^{N} Y_i D_i$, $n_{01} = \sum_{i=1}^{N} (1 - Y_i) D_i$, $n_{m} = \sum_{i=1}^{N} (1 - D_i)$, and $c(x_N)$ be a constant that only depends on the observations. With $\theta_{11}$ and $\theta_{01}$ being fixed, any pairs of $\theta_{10} \geq 0$ and $\theta_{00} \geq 0$ whose sum is equal to $1 - \theta_{11} - \theta_{00}$ can generate the same probability law of data. That is, the likelihood function only depends on the triplet $(\phi_1, \phi_2, \phi_3) \equiv (\theta_{11}, \theta_{01}, \theta_{10} + \theta_{00}) = (\Pr(Y = 1, D = 1), \Pr(Y = 0, D = 1), \Pr(D = 0))$ irrespective of the observations $x_N$. Hence, the sufficient parameters is obtained as

$$\phi \equiv g(\theta) = (\theta_{11}, \theta_{01}, \theta_{10} + \theta_{00}) \equiv (\phi_1, \phi_2, \phi_3) \in \Delta_3^d,$$

and its inverse map is written as

$$\Gamma(\phi) = \{\theta \in \Delta_4^d : \theta_{11} = \phi_1, \theta_{01} = \phi_2, \theta_{10} + \theta_{00} = \phi_3\}.$$

According to Definition 2.1, $\theta$ is set-identified since $\Gamma(\phi)$ is not always a singleton. A set valued map from $\Delta_3^d$ to $\Delta_4^d$. If the parameter of interest is the mean of $Y$, $\eta \equiv \Pr(Y = 1) = \theta_{11} + \theta_{10}$, then, since $\theta_{11} = \phi_1$ and $0 \leq \theta_{10} \leq \phi_3$, the identified set of $\eta$ is obtained by

$$H(\phi) = [\phi_1, \phi_1 + \phi_3].$$

This is identical to the sharp bounds of $\Pr(Y = 1)$ given in Manski (1989).

**Example 2.2 (Treatment Effect Model with a Randomized Experiment)** Consider the Neyman-Rubin potential outcome model for inferring the causal effects in the randomized experiment setting. Let $D \in \{1,0\}$ be an indicator for a binary treatment status, and $(Y_1, Y_0) \in \mathcal{Y} \times \mathcal{Y}$ be the pair of potential outcomes. Let $Y$ be the actual observed outcomes $Y = DY_1 + (1 - D)Y_0$, and data is a size $N$ random sample of $X = (Y, D)$ denoted by $x_N = \{(y_i, d_i) : i = 1, \ldots, N\}$. We consider the case of randomized treatment, so $D$ is independent of $(Y_1, Y_0)$. Therefore, the parameters in the model can be represented by $\theta = (f_{Y_1, Y_0}, p)$ where $f_{Y_1, Y_0}$ represents a nonparametric density of joint distribution of $(Y_1, Y_0)$ and $p \equiv \Pr(D = 1)$.

The observed data likelihood in this example is written as

$$p(x_N|\theta) = p^{n_1} (1-p)^{n_0} \prod_{i=1}^{N} [f_{Y_1}(y_i)]^{d_i} [f_{Y_0}(y_i)]^{1-d_i}$$
where \( f_{Y_1} \) and \( f_{Y_0} \) are the marginal distributions of \( Y_1 \) and \( Y_0 \) respectively, and \( n_1 = \sum_{i=1}^{N} d_i \) and \( n_0 = N - n_1 \). It can be seen that the likelihood is a function of \( f_{Y_1}, f_{Y_0}, \) and \( p \), so that the sufficient parameters are obtained as \( \phi = (f_{Y_1}, f_{Y_0}, p) \) and \( g : \theta \mapsto \phi \) maps the joint distribution \( f_{Y_1,Y_0} \) to each marginal of \( Y_1 \) and \( Y_0 \). The identified set \( \Gamma(\phi) \) is written as

\[
\Gamma(\phi) = \left\{ (f_{Y_1,Y_0}, p) : \int f_{Y_1,Y_0}dy_0 = f_{Y_1}, \int f_{Y_1,Y_0}dy_1 = f_{Y_0} \right\}.
\]

Consider the average treatment effect (ATE), \( E(Y_1) - E(Y_0) \), as a parameter of interest. Clearly, ATE is uniquely determined once \( f_{Y_1} \) and \( f_{Y_0} \) are given, so \( H(\phi) \) of Definition 2.1 is a singleton for every \( \phi \) and we conclude that ATE is identified.

Next, consider \( \eta = F_{Y_1 - Y_0}(0) \) the cumulative distribution function of the individual causal effects evaluated at zero. This can be a parameter of interest if the researcher wants to know how much fraction of the population can be benefitted from the treatment. Now, \( H(\phi) \) is defined as the range of \( F_{Y_1 - Y_0}(0) \) under the constraint that the joint distribution \( f_{Y_1,Y_0} \) has the fixed marginals \( (f_{Y_1}, f_{Y_0}) \). It is known that \( H(\phi) \) is typically an interval and the closed-form expression of \( H(\phi) \) is obtained by the Makarov’s bounds (Makarov (1981)). Hence, \( \eta \) is set-identified. For further details of bounding \( F_{Y_1 - Y_0}() \), see Heckman Smith, and Clemens (1997), Fan and Park (2009), and Firpo and Ridder (2009).

**Example 2.3 (Multiple Equilibria in Games)** Estimation of the game-theoretic models with multiple equilibria raises a challenging issue of identification (Jovanovic (1989)). The partial identification analysis offers a useful framework of identification and estimation in this context, especially when the researcher lacks knowledge on which equilibrium realized in the data. See Beresteanu, Molchanov, and Molinari (2009), Berry and Tamer (2007), Ciliberto and Tamer (2009), and Galichon and Henry (2006, 2009) for the partial identification analysis of static games with complete information.

In order to maintain illustrative and analytical simplicity, we adapt the two-player game example of Jovanovic (1989), which is also used as a pilot example in Galichon and Henry (2009). Let \( X_j \in \{0,1\} \) be player \( j \)’s action, \( j = 1,2 \), and specify each player’s payoff function to be

\[
\begin{align*}
\pi_1(X_1,X_2,\epsilon_1;\eta) &= (\eta X_2 - \epsilon_1) X_1 \\
\pi_2(X_1,X_2,\epsilon_2;\eta) &= (\eta X_1 - \epsilon_2) X_2
\end{align*}
\]

where \( \eta \) is a parameter of interest known to lie within \((0,1]\) and \((\epsilon_1,\epsilon_2)\) are player’s types assumed to be common knowledge for the players. The econometrician, however, does not observe them, and knows only that \((\epsilon_1,\epsilon_2)\) are distributed uniformly on the unit square \([0,1]^2\).
Pure strategy Nash equilibria in this game depend on the player’s types: $(X_1, X_2) = (0, 0)$ is the unique equilibrium if $(\epsilon_1, \epsilon_2) \notin [0, \eta]^2$, while if $(\epsilon_1, \epsilon_2) \in [0, \eta]^2$, there are multiple equilibria $(X_1, X_2) = (0, 0)$ and $(1, 1)$. Let $q \in [0, 1]$ be a parameter of equilibrium selection rule,

\[
q = \Pr(X_1 = X_2 = 0 | (\epsilon_1, \epsilon_2) \in [0, \eta]^2),
\]

\[
1 - q = \Pr(X_1 = X_2 = 1 | (\epsilon_1, \epsilon_2) \in [0, \eta]^2).
\]

Let $x^N = \{(x_{1i}, x_{2i}) : i = 1, \ldots, N\}$ be the size $N$ random sample of $(X_1, X_2)$. If the model is correctly specified and all the observed actions are the equilibrium ones, then $(x_{1i}, x_{2i})$ must be either $(0, 0)$ or $(1, 1)$ for all $i$, and the distribution of data has binomial form. Accordingly, the likelihood augmented by the equilibrium selection rule is given by the binomial

\[
p(x^N | \theta) = (\eta^2 q)^{n_{11}} (1 - \eta^2 q)^{n_{00}},
\]

where $\theta = (\eta, q)$, $n_{11} = \sum_{i=1}^{N} x_{1i} x_{2i}$, and $n_{00} = \sum_{i=1}^{N} (1 - x_{1i})(1 - x_{2i})$. The likelihood function depends on $\theta$ only through the distribution of data $\phi \equiv \eta^2 q \in [0, 1]$, and its inverse map $\Gamma(\phi)$ gives the identified set for $\theta$. The identified set for $\eta$ the parameter of interest, which is the projection of $\Gamma(\phi)$ onto the first coordinate, is obtained as $H(\phi) = [\sqrt{\phi}, 1]$. Even in a more general setting, it remains to be the case that the sufficient parameter $\phi$ is set to the set of parameters that index the distribution of data. The identity that link $\phi$ to the structural parameters and the equilibrium selection rule become by far complicated, and the closed form for $H(\phi)$ is not available in general. See Beresteanu, Molchanov, and Molinari (2009) and Galichon and Henry (2009) for a general method to compute $H(\phi)$.

**Example 2.4** Consider the model where the parameter of interest $\eta \in \mathcal{H}$ is characterized by the moment inequalities,

\[
E(m(X) - A\eta) \geq 0,
\]

where the parameter space $\mathcal{H}$ is a subset of $\mathbb{R}^L$, $m(X)$ is a $J$-dimensional vector of known functions of data, and $A$ is a $J \times L$ known constant matrix. By augmenting the $J$-dimensional parameter $\lambda \in [0, \infty)^J$, these moment inequalities can be written as the $J$-moment equalities,

\[
E(m(X) - A\eta - \lambda) = 0.
\]

We let the full parameter vector $\theta = (\eta, \lambda) \in \mathcal{H} \times [0, \infty)^J$.

To obtain a likelihood function for the moment equality model, we employ the exponentially tilted empirical likelihood for \(\theta\) that is known to have a Bayesian justification (Schennach

\footnote{The Bayesian formulation of the moment inequality model shown here owes to Tony Lancaster, who suggested this to us in 2006.}
Let $x_N$ be a size $N$ random sample of observations and let $g(\theta) = A\eta + \lambda$. If the convex hull of $m(x_i) - g(\theta)$ contains the origin, then, the empirical likelihood is written as

$$p(x_N|\theta) = \prod w_i(\theta)$$

where

$$w_i(\theta) = \frac{\exp \left\{ \gamma(g(\theta))' (m(x_i) - g(\theta)) \right\}}{\sum_{i=1}^N \exp \left\{ \gamma(g(\theta))' (m(x_i) - g(\theta)) \right\}},$$

$$\gamma(g(\theta)) = \arg \min_{\gamma \in \mathbb{R}^k} \left\{ \sum_{i=1}^N \exp \left\{ \gamma' (m(x_i) - g(\theta)) \right\} \right\}.$$ 

Thus, the parameter $\theta = (\eta, \lambda)$ enters in the likelihood only through $g(\theta) = A\eta + \lambda$, so we take $\phi = g(\theta)$ as the sufficient parameters that the data is only informative about. The identified set for $\theta$ is given by

$$\Gamma(\phi) = \{ (\eta, \lambda) \in \mathcal{H} \times [0, \infty)^L : A\eta + \lambda = \phi \}$$

If we consider the coordinate projection of $\Gamma(\phi)$ onto $\mathcal{H}$, we obtain $H(\phi)$ the identified set for $\eta$.

### 3 Posterior of $\theta$ in the Presence of Sufficient Parameters

In this section, we present the posterior of $\theta$ given $\mu_\theta$ a prior of $\theta$. Let $\mu_\phi$ be the marginal probability measure on the sufficient parameter space $(\Phi, \mathcal{B})$ induced by $\mu_\theta$ and $g(\cdot)$, i.e.,

$$\mu_\phi(B) = \mu_\theta(\Gamma(B)) \quad \text{for all } B \in \mathcal{B}.$$ 

Let $x \in X$ be sampled data. The Radon-Nykodim derivative of $\Pi(\cdot \times A)$ with respect to $dx$ is written as

$$\frac{d\Pi(\cdot \times A)}{dx} = \int_{\Theta} p(x|\theta)1_A(\theta) d\mu_\theta$$

$$= \int_{\Theta} E(p(x|\theta)1_A(\theta)|A_0) d\mu_\theta$$

$$= \int_{\Theta} \hat{p}(x|\theta) E(1_A(\theta)|A_0) d\mu_\theta$$

$$= \int_{\Phi} \hat{p}(x|\phi) \mu_{\theta|\phi}(A|\phi) d\mu_\phi.$$
where \( E(\cdot \mid A_0) \) is the conditional expectation with respect to the sufficient parameter \( \sigma \)-algebra \( A_0 \) and \( \mu_{\theta|\phi}(A|\phi) \) is the conditional distribution of \( \theta \) given \( \phi \) that satisfies

\[
\mu_{\theta}(A \cap \Gamma(B)) = \int_B \mu_{\theta|\phi}(A|\phi)d\mu_{\phi} \quad \text{for all } A \in A, \ B \in B.
\]

The second line follows by the definition of the conditional expectation with respect to the sub-\( \sigma \)-algebra, and the third line follows since \( p(x|\theta) \) is \( A_0 \)-measurable and by (2.1).

Similarly, the Radon-Nykodym derivative of the marginal sampling probability (2.2) with respect to \( dx \) is

\[
\frac{d\Pi(\cdot \times \Theta)}{dx} = \int_\phi \hat{p}(x|\phi)d\mu_{\phi}.
\]

Suppose that \( \mu_{\phi} \) has a dominating measure with the Radon-Nykodym derivative \( d\mu_{\phi}/d\phi = \tilde{\mu}_{\phi} \). The resulting posterior probability measure of \( \theta \) denoted by \( F_{\theta|X}(\cdot) \) becomes

\[
F_{\theta|X}(A) = \frac{\int_\phi \mu_{\theta|\phi}(A|\phi)\hat{p}(x|\phi)\tilde{\mu}_{\phi}d\phi}{\int_\phi \hat{p}(x|\phi)d\mu_{\phi}} = \int_\phi \mu_{\theta|\phi}(A|\phi)f_{\phi|X}(\phi|x)d\phi \tag{3.1}
\]

where \( f_{\phi|X}(\phi|x) \) is the posterior density of \( \phi \),

\[
f_{\phi|X}(\phi|x) = \frac{\hat{p}(x|\phi)\tilde{\mu}_{\phi}(\phi)}{\int_\phi \hat{p}(x|\phi)d\mu_{\phi}}.
\]

The expression of the posterior of \( \theta \) (3.1) highlights a fundamental feature of the set identified model: the posterior of \( \theta \) is the average of the conditional prior \( \mu_{\theta|\phi}(A|\phi) \) with respect to the posterior of the sufficient parameter \( f_{\phi|X}(\phi|x) \). Poirier (1998) obtained the same expression as above and he demonstrated that the data only allows us to revise belief on the sufficient parameters \( \phi \), while it does not for the conditional distribution of \( \theta \) given \( \phi \).

This result may be intuitively understood by the conditional independence implied by the parameter sufficiency. When the likelihood is endowed with the sufficient parameters, it holds (see., e.g., Florens et al (1990))

\[
X \perp \theta \mid \phi.
\]

That is, given the knowledge of the sufficient parameter \( \phi \), the observation does not convey any information on the parameter \( \theta \) because the likelihood is flat on \( \Gamma(\phi) \). It implies that the conditional distribution of \( \theta \) given \( X \) and \( \phi \) is identical to the conditional distribution of \( \theta \) given \( \phi \), and accordingly, the average of \( \mu_{\theta|\phi} \) with respect to the posterior of \( \phi \) yields the the posterior of \( \theta \) given \( X = x \) as shown in (3.1).
4 Multiple-Prior Analysis and the Lower and Upper Probability

4.1 The Class of Unrevisable Prior Knowledge

As shown above, the posterior distribution of $\theta$ (3.1) is determined by the two components: $\mu_{\theta|\phi}$ the conditional prior information of $\theta$ given $\phi$ and $f_{\phi|X}(\phi|x)$ the posterior distribution of $\phi$. We are able to revise the prior information on $\phi$ by data so the posterior of $\phi$ will be eventually dominated by the likelihood. In contrast, we are incapable of updating the conditional prior information of $\theta$ given $\phi$ due to the flat likelihood on $\Gamma(\phi)$. In this sense, we can consider $\mu_{\phi}$ to be the revisable prior knowledge and $\mu_{\theta|\phi}$ to be the unrevisable prior knowledge.

If we want to represent the posterior uncertainty of $\theta$ in the form of a probability distribution on $(\Theta, A)$ as desired in the Bayesian paradigm, we need to have a single prior distribution of $\theta$, and this requires us to specify the unrevisable prior knowledge $\mu_{\theta|\phi}$. If the researcher could justify his choice of $\mu_{\theta|\phi}$ by any credible prior information, the standard Bayesian updating (3.1) would yield the valid posterior distribution of $\theta$. From the robustness point of view, however, the statistical procedure that requires us to specify the unrevisable prior knowledge may be problematic especially when the researcher cannot translate his prior belief into a probability judgement about the parameter of interest, or her or his prior knowledge for the parameter is totally vacuous.

The partial identification analysis in econometrics seems to be motivated to obtain a robust conclusion that is free from empirically unverifiable assumptions. This paper attempts to pursue a similar spirit without departing from the conditionality principle by introducing the class of prior distributions that represents arbitrary unrevisable prior knowledge.

Let $\mathcal{M}$ be the set of probability measures on $(\Theta, A)$ and $\mu_{\phi}$ be a prespecified prior on $(\Phi, B)$. We assume that $\mu_{\phi}$ is absolutely continuous with respect to a $\sigma$-finite measure on $(\Phi, B)$. Formally, the class of prior distributions of $\theta$ to be used is written as

$$\mathcal{M}(\mu_{\phi}) = \{\mu_{\theta} \in \mathcal{M} : \mu_{\theta}(\Gamma(B)) = \mu_{\phi}(B) \text{ for every } B \in B\}.$$ 

In words, $\mathcal{M}(\mu_{\phi})$ consists of the prior distributions of $\theta$ whose marginal for the sufficient parameters are identical to a prespecified $\mu_{\phi}$. That is, we accept a single prior distribution

---

2Bayesian analysis with multiple priors has been extensively studied in the literature of empirical Bayes and the robust Bayes analysis (see Robbins (1964), Good (1965), Blum and Rosenblatt (1967), Berger and Berliner (1982), Berger (1985), Huber (1973), Huber and Strassen (1973), Wasserman (1989, 1990) and the references therein). To my knowledge, however, none of the existing work has analysed the non- or partially identified model from the viewpoint of multiple prior Bayes analysis.
for the sufficient parameters $\phi$ while we allow the class to contain arbitrary conditional priors $\mu_{\theta|\phi}$ as far as $\mu_{\theta}(\cdot) = \int_{\phi} \mu_{\theta|\phi}(\cdot|\phi)d\mu_{\phi}$ is a probability measure on $(\Theta, A)$. Note that the above class precludes improper prior of $\mu_{\theta}$ and $\mu_{\phi}$.

There are several reasons for considering this class. First, our goal is to make inference or decision on the parameter of interest essentially the same for any of empirically unrevisable assumptions. The given choice of prior class contains any $\mu_{\theta|\phi}$ so that we can achieve it by summarizing in a certain way the class of posteriors of $\theta$ induced by the prior class $\mathcal{M}(\mu_{\phi})$. Specifically, we shall consider the posterior lower probability defined by $F_{\theta|X}(A) \equiv \inf_{\mu_{\theta} \in \mathcal{M}(\mu_{\phi})} F_{\theta|X}(A)$ for $A \in A$. This quantity is interpreted as that the posterior credibility for $\theta \in A$ is at least $F_{\theta|X}(A)$ irrespective of the unrevisable prior knowledge. Second, as we will show below, the prior class $\mathcal{M}(\mu_{\phi})$ is analytically easy to work with and practically feasible to implement by employing the standard Bayesian computing of Markov Chain Monte Carlo.

As the final remark of this section, we comment that existing selection rules for "noninformative" or "recommended" prior for finite dimensional $\theta$ are not applicable if the model lacks identification. First of all, Jeffreys' general rule (Jeffreys (1961)), which takes the prior density to be proportional to the square root of the determinant of the Fisher information matrix, is not well defined if the information matrix for $\theta$ is nonsingular at almost every $\theta \in \Theta$ (see the examples of Section 2.2.)

In addition, the empirical Bayes type approach of choosing a prior for $\theta$ (Robbins (1951), Good (1965), Morris (1983), and Berger and Berliner (1986)) breaks down if the model involves the sufficient parameters. The empirical Bayes "robust" prior is obtained by finding a prior within the class that maximizes the marginal likelihood of data. That is, we choose $\mu_{\theta}$ so as to maximize

$$m(x|\mu_{\theta}) = \int_{\Theta} p(x|\theta)d\mu_{\theta}$$

over $\mu_{\theta} \in \mathcal{M}(\mu_{\phi})$. Unfortunately, if the likelihood has the sufficient parameters, the marginal distribution $m(x|\mu_{\theta})$ depends only on $\mu_{\phi}$, since

$$\int_{\Theta} p(x|\theta)d\mu_{\theta} = \int_{\Phi} \hat{p}(x|\phi)d\mu_{\phi} \equiv m(x|\mu_{\phi}).$$

Hence, the empirical Bayes approach fails to select a prior for $\mu_{\theta}$ due to the lack of ability to compare the desirability of priors within $\mathcal{M}(\mu_{\phi})$.

It is also worth noting that we cannot obtain the reference prior of Bernardo (1979), which focuses on maximizing with respect to the prior density $d\mu_{\theta}(\theta)$ the conditional Kullback-Liberalization.
Leibler distance between the posterior density \( f_{\theta|X}(\theta) \) and a prior density \( d\mu_\theta(\theta) \),

\[
\int_{\Theta} \log \left( \frac{f_{\theta|X}(\theta)}{d\mu_\theta(\theta)} \right) dF_{\theta|X}(\theta).
\]

This objective function is written as

\[
\int_{\Phi} \log \left( \frac{\hat{p}(x|\phi)}{m(x|\mu_\phi)} \right) \cdot \frac{\hat{p}(x|\phi)}{m(x|\mu_\phi)} d\mu_\phi,
\]

and, therefore, it is only a function of \( \mu_\phi \) rather than \( \mu_\theta \). Hence, the conditional Kullback-Leibler distance does not offer a criterion of selecting \( \mu_\theta \) out of \( \mathcal{M}(\mu_\phi) \).

These prior selection rules are useful only for choosing a prior for the sufficient parameters \( \mu_\phi \), but not at all for selecting \( \mu_{\theta|\phi} \), or equivalently \( \mu_\theta \) within \( \mathcal{M}(\mu_\phi) \). This is our another rationale for the multiple prior analysis rather than the single prior one. In this paper, we will not discuss how to select \( \mu_\phi \), and treat \( \mu_\phi \) as given.

### 4.2 Posterior Lower and Upper Probabilities

The prior class \( \mathcal{M}(\mu_\phi) \) results in yielding the class of posterior distributions of \( \theta \). In order to summarize the posterior class, we focus on the posterior lower probability \( F_{\theta|X}(\cdot) \) and the posterior upper probability \( F^*_{\theta|X}(\cdot) \), which are defined as, for \( A \in \mathcal{A} \),

\[
F_{\theta|X}(A) \equiv \inf_{\mu_\phi \in \mathcal{M}(\mu_\phi)} F_{\theta|X}(A),
\]

\[
F^*_{\theta|X}(A) \equiv \sup_{\mu_\phi \in \mathcal{M}(\mu_\phi)} F_{\theta|X}(A).
\]

For the lower and upper probabilities to be well defined, we assume the following regularity conditions.

**Condition 4.1**

(i). (measurability). For every \( A \in \mathcal{A} \), \( \{ \phi : \Gamma(\phi) \cap A \neq \emptyset \} \in \mathcal{B} \).

(ii). (closedness). \( \Gamma(\phi) \) is a closed set in \( \Theta \) for every \( \phi \in \Phi \).

(iii) The likelihood \( P(\cdot|\theta) \) is absolutely continuous with respect to a \( \sigma \)-finite measure on \( (X,\mathcal{X}) \) for every \( \theta \in \Theta \), and the prior of \( \phi, \mu_\phi \), is absolutely continuous with respect to a \( \sigma \)-finite measure on \( (\Phi,\mathcal{B}) \).

The first condition guarantees that the events \( \{ \phi : \Gamma(\phi) \cap A \neq \emptyset \} \), \( \{ \phi : \Gamma(\phi) \cap A = \emptyset \} \), and \( \{ \phi : \Gamma(\phi) \subset A \} \) are supported by a probability measure on \( (\Phi,\mathcal{B}) \).

\(^3\)In the theory of random closed set, the measurability is often assumed in terms of \( \{ \phi : \Gamma(\phi) \cap K \neq \emptyset \} \) for every compact set \( K \) in \( \Theta \). Since \( \Theta \) is assumed to be a Polish space, this measurability condition is equivalent to the measurability of \( \{ \phi : \Gamma(\phi) \cap A \neq \emptyset \} \) for any subset \( A \in \mathcal{A} \) (Theorem 2.3 of Molchanov (2005)).
conditions are required for \( \Gamma(\phi) \) to be interpreted as a random closed set in \( \Theta \) induced by a probability law on \((\Phi, \mathcal{B})\). In case that the parameter space is finite dimensional \( \Theta = \mathbb{R}^k \), continuity of \( g(\cdot) \) implies these conditions.

The next theorem shows that the lower and upper probabilities defined above are equivalent to the posterior probabilities of the events \( \{ \phi : \Gamma(\phi) \subset A \} \) and \( \{ \phi : \Gamma(\phi) \cap A \neq \emptyset \} \), respectively, in terms of the posterior of \( \phi \), \( F_{\phi|X}(\cdot) \).

**Theorem 4.1** Assume Condition 4.1.

(i) For each \( A \in \mathcal{A} \),

\[
F_{\theta|X}(A) = \int_{\Phi} 1\{ \phi : \Gamma(\phi) \subset A \} f_{\phi|X}(\phi|x)d\phi = F_{\phi|X}(\{ \phi : \Gamma(\phi) \subset A \}),
\]

(ii) Let

\[
\mathcal{G}_\theta = \left\{ G_\theta : G_\theta \text{ probability measure on } (\Theta, \mathcal{A}), F_{\theta|X}(A) \leq G_\theta(A) \leq F_{\theta|X}^*(A) \text{ for every } A \in \mathcal{A} \right\}.
\]

(iii) Let \( \eta = h(\theta) \) be an \( \mathcal{A} \)-measurable transformation of \( \theta, h : (\Theta, \mathcal{A}) \to (\mathcal{H}, \mathcal{D}) \), and \( H(\phi) \) be a projection of \( \Gamma(\phi) \) through \( h(\cdot) \), \( H(\phi) = h(\Gamma(\phi)) \). Define the posterior lower and upper probabilities of \( \eta \) by for each \( D \in \mathcal{D} \),

\[
F_{\eta|X}(D) = \inf_{\mu_\theta \in \mathcal{M}(\mu_\phi)} F_{\eta|X}(\{ \phi : H(\phi) \subset D \}), \quad F_{\eta|X}^*(D) = \sup_{\mu_\theta \in \mathcal{M}(\mu_\phi)} F_{\eta|X}(\{ \phi : H(\phi) \subset D \}),
\]

\[
F_{\eta|X}(D) = \sup_{\mu_\theta \in \mathcal{M}(\mu_\phi)} F_{\eta|X}(\{ \phi : H(\phi) \emptyset \}).
\]

**Proof.** For a proof of (i) and (ii), see Appendix A. For a proof of (iii), see the equations (4.4) and (4.5) below. ■
The expression of $F_{\theta|X}(A)$ given above implies that the lower probability on $A$ is interpreted as the posterior probability that the random set $\Gamma(\phi)$ is contained in subset $A \subset \Theta$. On the other hand, the upper probability is interpreted as the posterior probability that the random set $\Gamma(\phi)$ hits the subset $A$. Our proof given in Appendix A is not restricted to finite dimensional $\theta$, and the results hold even for infinite dimensional separable $\Theta$. Intuitively speaking, the lower (upper) probability is attained by plugging a pointwise minimum (maximum) of $\mu_{\theta|\phi}(A|\phi)$ into $F_{\theta|X}(A) = \int_{\Phi} \mu_{\theta|\phi}(A|\phi)dF_{\phi|X}$. Since the class of priors $\mathcal{M}(\mu_{\phi})$ allows for arbitrary conditional distributions of $\theta$ given $\phi$ as far as its support is contained in $\Gamma(\phi)$, for $\phi$ with $\Gamma(\phi) \subset A$, the infimum of $\mu_{\theta|\phi}(A|\phi)$ is one and, for $\phi$ with $\Gamma(\phi)$ having some elements outside of $A$, the infimum of $\mu_{\theta|\phi}(A|\phi)$ is obtained as zero by letting the conditional measure $\mu_{\theta|\phi}(\cdot|\phi)$ concentrating on these elements outside of $A$. As a result, the lower probability becomes the posterior probabilities of the containment events $F_{\phi|X}(\{\phi : \Gamma(\phi) \subset A\})$. Conversely, for the upper probability $F_{\theta|X}^*(A)$, the supremum of $\mu_{\theta|\phi}(A|\phi)$ to be plugged into $\int_{\Phi} \mu_{\theta|\phi}(A|\phi)dF_{\phi|X}$ is one whenever $\Gamma(\phi)$ has a nonempty intersection with $A$ and, it is zero otherwise. Hence, the upper probabilities can be written as the posterior probability of $\Gamma(\phi)$ hitting $A$.

From the expression of $F_{\theta|X}(\cdot)$ and $F_{\theta|X}^*(\cdot)$ given above, we can see that they do not necessarily satisfy additivity condition for measures, i.e., for disjoint subsets $A_1$ and $A_2$ in $\mathcal{A}$,

$$ F_{\theta|X}(A_1 \cup A_2) = F_{\theta|X}(\{\phi : \Gamma(\phi) \subset (A_1 \cup A_2)\}) $$

$$ = F_{\theta|X}(\{\phi : \Gamma(\phi) \subset A_1\}) + F_{\theta|X}(\{\phi : \Gamma(\phi) \subset A_2\}) + F_{\theta|X}(\{\phi : \Gamma(\phi) \nsubseteq A_1, \Gamma(\phi) \nsubseteq A_2, \Gamma(\phi) \subset (A_1 \cup A_2)\}) $$

$$ \geq F_{\theta|X}(A_1) + F_{\theta|X}(A_2), $$

and

$$ F_{\theta|X}^*(A_1 \cup A_2) = F_{\theta|X}(\{\phi : \Gamma(\phi) \cap (A_1 \cup A_2) \neq \emptyset\}) $$

$$ = F_{\theta|X}(\{\phi : \Gamma(\phi) \cap A_1 \neq \emptyset\}) + F_{\theta|X}(\{\phi : \Gamma(\phi) \cap A_2 \neq \emptyset\}) - F_{\theta|X}(\{\phi : \Gamma(\phi) \cap A_1 \neq \emptyset, \Gamma(\phi) \cap A_2 \neq \emptyset\}) $$

$$ \leq F_{\theta|X}^*(A_1) + F_{\theta|X}^*(A_2). $$

In fact, the non-additivity of the lower and upper probabilities is a well-known fact (e.g., Dempster (1967)), and the lower and upper probabilities can be seen as capacities.\(^4\)

\(^4\)Interestingly, our specification of the prior class yields the lower (upper) probability that is monotone (alternating) of infinite order, which is not always the case depending on the class of priors (c.f., Huber and
model is identified, i.e., $\Gamma(\phi)$ is a singleton $f_{\phi|X}$-almost surely, then $F_{\theta|X}(\cdot) = F^*_{\theta|X}(\cdot)$ holds and the upper and lower probabilities become identical probability measures.

The second statement of the above theorem says that the class of posteriors induced by the prior class $\mathcal{M}(\mu_\phi)$ exhausts all the probability measures lying between the lower and upper probabilities (c.f., Huber and Ronchetti (2009) calls this property as representability of the probability class by the lower and upper probabilities.). This property can be interpreted as convexity of the resulting posterior class, and useful to establish the equivalence between the upper (lower) expectation and the Choquet integral with respect to the upper (lower) probability (see Section 5).

The third statement of the theorem provides a procedure to transform or marginalize the lower and upper probabilities of $\theta$. The expressions of $F_{\eta|X}(D)$ and $F^*_{\eta|X}(D)$ obtained there are simple and easy to interpret: the lower and upper probabilities of $\eta = h(\theta)$ are the containment and hitting probabilities of the random set (induced by the posterior of $\phi$) obtained by projecting $\Gamma(\phi)$ through $h(\cdot)$. The marginalization rules of lower and upper probabilities are deduced as follows,

$$ F_{\eta|X}(D) = F_{\theta|X}(h^{-1}(D)) $$
$$ = F_{\phi|X}(\{\phi : \Gamma(\phi) \subset h^{-1}(D)\}) $$
$$ = F_{\phi|X}(\{\phi : H(\phi) \subset D\}). \hspace{1cm} (4.4) $$

and, similarly,

$$ F^*_{\eta|X}(D) = F^*_{\theta|X}(h^{-1}(D)) $$
$$ = F_{\phi|X}(\{\phi : \Gamma(\phi) \cap h^{-1}(D) \neq \emptyset\}) $$
$$ = F_{\phi|X}(\{\phi : H(\phi) \cap D \neq \emptyset\}). \hspace{1cm} (4.5) $$

Analogous to the lower and upper probabilities of $\theta$, $F_{\eta|X}(\cdot)$ and $F^*_{\eta|X}(\cdot)$ are capacities on $(\mathcal{H}, \mathcal{D})$ (supadditive and subadditive measures respectively.)

5 Point Estimation of $\eta = h(\theta)$ with Multiple Priors

In this section, we analyze point estimation of the parameter of interest $\eta = h(\theta)$ from the perspective of a point decision problem with several criteria. In Section 5.1, we consider the conditional decision problem as the conditional gamma-minimax action problem (Berger Strassen (1973), Wasserman (1989)). This finding is directly implied by the Choquet Theorem, stating that any set-function that is expressed by the containment (hitting) probability of a random closed set is the capacity of infinite monotone (alternating) order (see Molchanov (2005)).
In the multiple prior decision problem, the optimal decision rule a priori in general differs from the optimal action a posteriori. Hence, we will examine in Section 5.2 whether the conditional gamma-minimax action can be interpreted as the unconditional gamma-minimax decision (Kudo (1967), Berger (1985, p213-218), Vidakovic (2000)). In Section 5.3, we replace the gamma-minimax criterion with the gamma-minimax regret criterion (Berger (1985, p218), and Rios Insua, Ruggeri, and Vidakovic (1995)), and derive analytical properties of the gamma-minimax regret rule under the specification of quadratic loss.

5.1 Conditional Gamma-minimax Action

We first consider point estimation of the parameter of interest \( \eta = h(\theta) \in \mathcal{H} \) that is a posteriori optimal in the sense of minimizing the posterior gamma-minimax risk criterion. Let \( \delta(\cdot) \) be a decision rule that maps each \( x \in X \) to the action space \( \mathcal{H}_a \subset \mathcal{H} \). In case that we consider the conditional decision given \( x \), the decision \( \delta(x) \) at the observed data \( x \) is usually called action \( a_x \in \mathcal{H}_a \). Given a particular action to be taken and \( \eta_0 \) being the true state of nature, a loss function \( L(\eta, a) : \mathcal{H} \times \mathcal{H}_a \to \mathbb{R}_+ \) yields how much cost the decision maker owes by taking such action.

Given a single posterior of \( \eta \), the Bayes action is defined by the action that minimizes the posterior risk,

\[
\rho(\mu_\theta, a) \equiv \int_{\mathcal{H}} L(\eta, a) dF_{\eta|X}(\eta)
\]

where the first argument \( \mu_\theta \) represents the dependence of the posterior of \( \eta \) on the specification of prior on \((\Theta, \mathcal{A})\).\(^5\) Since our analysis involves the multiple posterior distributions of \( \eta \), our decision criterion should involve the class of posterior risks \( \{\rho(\mu_\theta, a) : \mu_\theta \in \mathcal{M}(\mu_\theta)\} \). In particular, we adopt the conditional gamma-minimax criterion,\(^6\) which defines the optimality of the action in terms of minimizing the posterior upper risk: the supremum of the posterior

\(^5\)In the frequentist approach to the decision problem (Wald (1950), Manski (2004, 2008, 2009), and Stoye (2009)), the loss function is averaged with respect to the distribution of data so that the decision problem is to seek for a decision function \( \delta(\cdot) \) that performs best on average under the hypothetical repeated sampling with taking into account all the possible state of nature.

\(^6\)In the robust Bayes literature, the class of prior distributions is often notated as \( \Gamma \), and this is why it is called (conditional) gamma-minimax criterion. Unfortunately, in the literature of belief function and the lower and upper probabilities, \( \Gamma \) often denotes a set-valued mapping that generates the lower and upper probabilities. In this article, we adopted the notational convention of the latter, while still refer to our decision criterion as the gamma minimax criterion.
risk with respect to $\mu_\theta \in \mathcal{M}(\mu_\phi)$,

$$\rho^*(\mu_\phi, a) \equiv \sup_{\mu_\theta \in \mathcal{M}(\mu_\phi)} \rho(\mu_\theta, a).$$

**Definition 5.1** The conditional gamma-minimax action $a^*_x$ is the action that minimizes the posterior upper risk, i.e.,

$$\rho^*(\mu_\phi, a^*_x) = \inf_{a \in \mathcal{H}} \rho^*(\mu_\phi, a) = \inf_{a \in \mathcal{H}} \sup_{\mu_\theta \in \mathcal{M}(\mu_\phi)} \rho(\mu_\theta, a).$$

The gamma-minimax decision approach involves a favor for a conservative action that guards against the least favorable prior within the class, and it can be seen as a compromise of the pure Bayesian decision principle and the minimax decision principle. To establish an analytical result for the gamma-minimax action, we introduce the following regularity conditions.

**Condition 5.1** (i) For each $a \in \mathcal{H}$, loss function $L(\eta, a)$ is $\mathcal{D}$-measurable and nonnegative.

(ii) Given a prior for $\phi$, the upper posterior probability for $\theta$, $F^*_{\theta|X}(\cdot)$ obtained in (4.3) is regular, i.e., for each $A \in \mathcal{A},$

$$F^*_{\theta|X}(A) = \sup \left\{ F^*_{\theta|X}(K) : K \subset A, K \text{ compact} \right\} = \inf \left\{ F^*_{\theta|X}(G) : A \subset G, G \text{ open} \right\}.$$

The regularity of the upper posterior probability stated in Condition 5.1 (ii) is satisfied if no particular realizations of the random closed set $\Gamma(\phi)$ occurs with a strictly positive probability (see Graf (1980)). Under this condition, the posterior upper risk $\rho^*(\mu_\phi, a)$ is equivalently written as the Choquet expected loss with respect to the upper probability (see the proof of Proposition 5.1 below),

$$\rho^*(\mu_\phi, a) = \sup_{\mu_\theta \in \mathcal{M}(\mu_\phi)} \int_{\mathcal{H}} L(\eta, a) dF^*_{\theta|X}(\eta) = \int L(\eta, a) dF^*_{\theta|X}(\eta), \quad (5.2)$$

where the integral with respect to the nonadditive measures $F^*_{\theta|X}$ is defined in the sense of Choquet integral: for a nonadditive measure $T(\cdot)$ on $(\mathcal{H}, \mathcal{D})$ and a nonnegative measurable function $l$ on $\mathcal{H}$, the Choquet integral is defined by

$$\int l(\eta) dT(\eta) \equiv \int_0^\infty T(\{\eta : l(\eta) \geq t\}) dt.$$

Furthermore, the fact that the upper probability $F^*_{\theta|X}(\eta)$ represents the hitting probability of the random closed set $H(\phi)$ guarantees us to write the Choquet expected loss by the expectation of $\sup_{\eta \in H(\phi)} L(\eta, a)$ with respect to the posterior distribution of $\phi$. 
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Proposition 5.1 Under Condition 4.1 and Condition 5.1, the posterior upper risk satisfies

$$\rho^*(\mu_\phi, a) = \int L(\eta, a) dF^*_{\eta|X}(\eta) = \int_{\Phi} \sup_{\eta \in H(\phi)} L(\eta, a) f_{\phi|X}(\phi|x) d\phi. \quad (5.3)$$

Accordingly, $a^*_x$ uniquely exists if and only if $E_{\phi|X} \left( \sup_{\eta \in H(\phi)} L(\eta, a) \right)$ has a unique minimizer in $a \in \mathcal{H}_a$.

**Proof.** See Appendix A. \[\square\]

Although a closed form expression of $a^*_x$ is not in general available, this proposition suggests a simple numerical algorithm to approximate $a^*_x$ using a random sample of $\phi$ from its posterior $f_{\phi|X}(\phi|x)$. Let $\{\phi_s\}_{s=1}^S$ be $S$ random draws of $\phi$ from $f_{\phi|X}(\phi|x)$. Then, we can approximate $a^*_x$ by

$$\hat{a}_x^* \equiv \arg \min_{a \in \mathcal{H}} \tilde{d}_S(a) \quad \text{where} \quad \tilde{d}_S(a) \equiv \frac{1}{S} \sum_{s=1}^S \sup_{\eta \in H(\phi_s)} L(\eta, a).$$

If $\tilde{d}_S(a)$ uniformly converges in probability to $d(a)$ as $S \to \infty$, then $\hat{a}_x^*$ thus constructed should be a valid approximation for the conditional gamma-minimax decision rule under these assumptions.

### 5.2 Unconditional Gamma-minimax Decision.

In this section, we analyze the decision rule that minimizes the *unconditional* gamma-minimax criterion. Let $r(\mu_\theta, \delta)$ be the Bayes risk of a decision rule $\delta : X \to \mathcal{H}_a$ defined by

$$r(\mu_\theta, \delta) = \int_\Theta \left[ \int_X L(\eta(\theta), \delta(x)) p(x|\theta) dx \right] d\mu_\theta$$

Given our prior class $\mathcal{M}(\mu_\phi)$, the unconditional Gamma-minimax decision $\delta^*$ is obtained by minimizing the supremum of the Bayes risk, called as the *unconditional gamma-minimax criterion*, $r^*(\mu_\phi, \delta) \equiv \sup_{\mu_\theta \in \mathcal{M}(\mu_\phi)} r(\mu_\theta, \delta)$.\[7\]

\[7\]Decision problems similar to above have been considered in Kudô (1967), Manski (1981), and Lambert and Duncan (1986). These literatures considered the model where the subjective probability distribution on the state of nature can be elicited only up to the class of coarse subsets of the parameter space. Our decision problem shares a similar feature to theirs since the posterior upper probability of $\eta$ can be viewed as a posterior probability distribution over the coarse collection of subsets $\{H(\phi) : \phi \in \Phi\} \subset \mathcal{H}$. 
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Definition 5.2 The unconditional gamma-minimax decision $\delta^*$ is the decision rule that minimizes the unconditional gamma-minimax criterion $r^*(\mu_\phi, \delta)$, i.e.,

$$r^*(\mu_\phi, \delta^*) = \inf_{\delta} r^*(\mu_\phi, \delta) = \inf_{\delta} \sup_{\mu_\theta \in \mathcal{M}(\mu_\phi)} r(\mu_\theta, \delta).$$

In the standard Bayes decision problem with a single prior, the Bayes rule that minimizes $r(\mu_\theta, \delta)$ coincides with the posterior Bayes action for every possible sample, and either being unconditional or conditional on data does not generate any difference in the actual action to be taken. With multiple priors, however, the decision rule that minimizes $r^*(\mu_\phi, \delta)$ in general does not coincide with the conditional gamma minimax action (Betro and Ruggeri (1992)). This phenomenon can be easily understood by writing the Bayes risk as the average of the posterior risk with respect to the marginal distribution of data,

$$r(\mu_\theta, \delta) = \int_{\mathbf{x}} \rho(\mu_\theta, \delta(x)) m(x|\mu_\theta) dx.$$

Given $\delta$ and the class of priors, $\mu_\theta$ that maximizes $r(\mu_\theta, \delta)$ does not necessarily maximizes $\rho(\mu_\theta, \delta(x))$ since $r(\mu_\theta, \delta)$ depends on $\mu_\theta$ not only through $\rho(\mu_\theta, \delta(x))$ but also through the marginal distribution of data $m(x|\mu_\theta)$. Recall, however, that in the non-identified model the marginal distribution of data depends only on $\mu_\phi$ (see (4.1)), and therefore

$$\sup_{\mu_\theta \in \mathcal{M}(\mu_\phi)} r(\mu_\theta, \delta) = \int_{\mathbf{x}} \sup_{\mu_\theta \in \mathcal{M}(\mu_\phi)} \rho(\mu_\theta, \delta(x)) m(x|\mu_\phi) dx$$

holds. Hence, the unconditional gamma-minimax decision that minimizes the left hand side should coincide with the conditional gamma-minimax action at $m(x|\mu_\phi)$-almost every $x$.

Proposition 5.2 $\delta^*(x) = a^*_x, m(x|\mu_\phi)$-almost surely.

Proof. A proof is sketched above. \(\blacksquare\)

Thus, for the nonidentified model with our specification of prior class, the dynamic inconsistency of the gamma-minimax decision problem does not exist.

5.3 Gamma-minimax Regret

As an alternative to the (posterior) gamma-minimax risk criterion considered above, it is natural to consider the gamma-minimax regret criterion with multiple priors (Rios-Insua et
al (1995)), which is seen as an extension of the minimax regret criterion of Savage (1951) to the Bayes decision problem with multiple priors. For an ease of analysis, we consider the case where the parameter of interest $\eta$ is a scalar and the loss function is specified to be quadratic, $L(\eta, a) = (\eta - a)^2$.

The statistical decision under the conditional and unconditional gamma-minimax regret criterion are set up as follows.

**Definition 5.3** Define the lower bound of the posterior risk for a given $\mu_\theta$ by $\underline{\rho}(\mu_\theta, a) = \inf_{a \in \mathcal{H}} \rho(\mu_\theta, a)$. The posterior gamma-minimax regret action $a_{\text{reg}}^{\eta} \in \mathcal{H}$ solves,

$$\inf_{a \in \mathcal{H}} \sup_{\mu_\theta \in \mathcal{M}(\mu_\phi)} \left\{ \rho(\mu_\theta, a) - \underline{\rho}(\mu_\theta) \right\}.$$

**Definition 5.4** Define the lower bound of the Bayes risk for a given $\mu_\theta$ by $r(\mu_\theta, \delta) = \inf_{\delta} r(\mu_\theta, \delta)$. The unconditional gamma-minimax regret decision $\delta^{\text{reg}} : X \to \mathcal{H}_a$ solves

$$\inf_{\delta} \sup_{\mu_\theta \in \mathcal{M}(\mu_\phi)} \{ r(\mu_\theta, \delta) - \underline{r}(\mu_\theta) \}.$$

Let $L(\eta, a)$ be the quadratic loss, $(\eta - a)^2$. Then, for a given $\mu_\theta$, the posterior risk $\rho(\mu_\theta, a)$ is minimized at $\hat{\eta}_{\mu_\theta}$ the posterior mean of $\eta$. Therefore, the lower bound of the posterior risk is simply the posterior mean squared error, $\underline{\rho}(\mu_\theta) = E_{\eta|X} \left[ (\eta - \hat{\eta}_{\mu_\theta})^2 \right]$, and the posterior regret can be written as

$$\rho(\mu_\theta, a) - \underline{\rho}(\mu_\theta) = E_{\eta|X} \left[ (\eta - a)^2 - (\eta - \hat{\eta}_{\mu_\theta})^2 \right] = E_{\eta|X} \left[ (a - \hat{\eta}_{\mu_\theta})^2 \right].$$

Let $[\eta_x, \bar{\eta}_x]$ be the range of posterior mean of $\eta$ when $\mu_\theta$ varies over $\mathcal{M}(\mu_\phi)$, which is assumed to exist. Then, the posterior gamma-minimax regret is simplified to

$$\sup_{\mu_\theta \in \mathcal{M}(\mu_\phi)} \left\{ \rho(\mu_\theta, a) - \underline{\rho}(\mu_\theta) \right\} = \begin{cases} \frac{(\eta_x - a)^2}{2} & \text{for } a \leq \frac{\eta_x + \bar{\eta}_x}{2}, \\ \frac{(\bar{\eta}_x - a)^2}{2} & \text{for } a > \frac{\eta_x + \bar{\eta}_x}{2}, \end{cases}$$

and, clearly, the posterior gamma-minimax regret is minimized at $a = \frac{\eta_x + \bar{\eta}_x}{2}$. That is, the posterior gamma-minimax regret action is simply obtained as the mid point of $[\eta_x, \bar{\eta}_x]$. Furthermore, due to a similar logic to the one of the previous subsection, we can also show that the unconditional gamma-minimax regret decision $\delta^{\text{reg}}(x)$ is the same as the posterior gamma-minimax regret action $a_{\text{reg}}^{\eta} = \frac{\eta_x + \bar{\eta}_x}{2}$ for almost all sample.
Proposition 5.3 Let \( \mathcal{H} \subset \mathcal{R} \) and \( L(\eta, a) = (\eta - a)^2 \). Assume that the posterior variance of \( \eta \) is finite for every \( \mu_\theta \in \mathcal{M}(\mu_\phi) \). Let \( \underline{\eta}(\phi) \equiv \inf \{ \eta : \eta \in H(\phi) \} \) and \( \bar{\eta}(\phi) \equiv \sup \{ \eta : \eta \in H(\phi) \} \).

(i) The posterior gamma-minimax regret action is
\[
\alpha_x^{\text{reg}} = \frac{E_{\phi|X}(\underline{\eta}(\phi)) + E_{\phi|X}(\bar{\eta}(\phi))}{2}.
\]

(ii) The unconditional gamma-minimax regret decision with the quadratic loss satisfies
\[
\delta^{\text{reg}}(x) = \alpha_x^{\text{reg}}, m(x|\mu_\phi)\text{-almost surely.}
\]

Proof. See Appendix A. □

Since the lower bound of the posterior risk \( p(\mu_\theta) \) in general depends on prior \( \mu_\theta \), the posterior gamma-minimax regret action \( \alpha_x^{\text{reg}} \) differs from the posterior gamma-minimax action \( \alpha_x^* \) obtained in the previous section. To illustrate their difference, recall the conditional posterior gamma-minimax action of Proposition 5.1 with scalar \( \eta \) and the quadratic loss. Let \( [\underline{\eta}(\phi), \bar{\eta}(\phi)] \) be as defined in the above proposition, and let \( m(\phi) = (\underline{\eta}(\phi) + \bar{\eta}(\phi))/2 \) and \( r(\phi) = (\bar{\eta}(\phi) - \underline{\eta}(\phi))/2 \geq 0 \) be the midpoint and the radius of the smallest interval that contains \( H(\phi) \). The objective function to be minimized in the posterior gamma-minimax decision problem can be written as
\[
E_{\phi|X} \left[ \sup_{\eta \in H(\phi)} (\eta - a)^2 \right] = E_{\phi|X} \left[ \max \left\{ (\underline{\eta}(\phi) - a)^2, (\bar{\eta}(\phi) - a)^2 \right\} \right]
\]
\[
= E_{\phi|X} \left[ (m(\phi) - a)^2 \right] + E_{\phi|X} \left[ r(\phi) |m(\phi) - a| \right]
\]
\[
+ E_{\phi|X} \left[ \left( \frac{r(\phi)}{2} \right)^2 \right].
\]

Note that \( a = E_{\phi|X}(m(\phi)) = \alpha_x^{\text{reg}} \) is determined so as to minimize the first term, but it does not necessarily minimize the second term, and, therefore, \( \alpha_x^* \) can differ from \( \alpha_x^{\text{reg}} \). A sufficient condition for them to coincide is that \( r(\phi) \) and \( m(\phi) \) are posteriori independent and the posterior marginal distribution of \( m(\phi) \) is symmetric. The gamma-minimax regret decision with the quadratic loss depends only on the distribution of \( m(\phi) \) the midpoint of \( H(\phi) \), while the gamma-minimax decision depends on the joint distribution of \( m(\phi) \) and \( r(\phi) \). For large sample, this difference disappears and, as shown in the next subsection, \( \alpha_x^{\text{reg}} \) and \( \alpha_x^* \) converge to the same action (see Appendix B for a discussion on the large sample behavior of the gamma-minimax decisions).
6 Set Estimation of $\eta$

Next, we discuss a use of the posterior lower probability of $\eta$ to conduct a set estimation for $\eta$. In the standard Bayesian inference, the posterior distribution of the parameter of interest is often summarized by the contour set of the posterior density of $\eta$ with a prespecified credibility. In this section, we consider what would be an analogue of the posterior credible region if we want to summarize the posterior information of $\eta$ by the posterior lower probability $F_{\eta|x}(\cdot|x)$.

6.1 Posterior Lower Credible Region

Consider some set $C \subset \mathcal{H}$ on which the posterior lower probability $F_{\eta|x}(\cdot)$ is equal or greater than $\alpha$,

$$F_{\eta|x}(C) = F_{\phi|x}(H(\phi) \subset C)) \geq \alpha.$$  

In words, $C$ is interpreted as "the set on which the posterior credibility of $\eta$ is at least $\alpha$ irrespective of the unrevisable prior knowledge." If we drop the italicized part from this statement, we obtain the usual interpretation of the posterior credible region, so $C$ defined in this way seems to be a natural way to extend the Bayesian posterior credible region to our analysis of the posterior lower probabilities. Among those $C$, we focus on the \textit{volume minimizing posterior lower credible region} with credibility $\alpha$ defined by

$$C_{\alpha^*} \equiv \arg \min_{C \in \mathcal{C}} Vol(C)$$

$$\text{s.t. } F_{\phi|x}(H(\phi) \subset C)) \geq \alpha,$$

where $Vol(C)$ is the volume of subset $C$ in terms of the Lebesgue measure and $\mathcal{C}$ is a family of subsets in $\mathcal{H}$ over which the volume minimizing credible region is searched.

Finding $C_{\alpha^*}$ is difficult if $\eta$ is multi-dimensional and no restriction is placed on the class of subsets $\mathcal{C}$. In what follows, we restrict $\mathcal{C}$ to the class of closed balls and propose a method to calculate the volume minimizing posterior lower credible region. Note that, for scalar $\eta$, the class of closed balls contains any connected intervals, and even when $\eta$ is a vector, we can construct the marginal posterior lower credible region for each element in $\eta$ based upon the projected identified set of $\eta$.

Let $B_r(\eta_c)$ be a closed ball centered at $\eta_c \in \mathcal{H}$ with radius $r$. If $\mathcal{C}$ is constrained to be the class of closed balls, the constrained minimization problem of (6.1) becomes

$$\min_{r,\eta_c} r $$

$$\text{s.t. } F_{\phi|x}(H(\phi) \subset B_r(\eta_c)) \geq \alpha.$$
This optimization problem can be solved by focusing on the $\alpha$-th quantiles of the posterior distribution of the directed Hausdorff distance from $\eta_c \in \mathcal{H}$ to a random set $H(\phi)$.

**Proposition 6.1** Let $\overrightarrow{d}_H : \mathcal{H} \times \mathcal{D} \rightarrow \mathbb{R}_+$ be

$$
\overrightarrow{d}_H (\eta_c, H(\phi)) \equiv \sup_{\eta \in H(\phi)} \{ \| \eta_c - \eta \| \}.
$$

For each $\eta_c \in \mathcal{H}$, let $r_\alpha(\eta_c)$ be the $\alpha$-th quantile of the distribution of $\overrightarrow{d}_H (\eta_c, H(\phi))$ induced by the posterior distribution of $\phi$, i.e.,

$$
 r_\alpha(\eta_c) \equiv \inf \left\{ r : F_{\phi|X} \left( \{ \phi : \overrightarrow{d}_H (\eta_c, H(\phi)) \leq r \} \right) \geq \alpha \right\}.
$$

Then, the solution of the constrained minimization problem (6.2) is given by $(r_\alpha^*, \eta_c^*)$ where

$$
 r_\alpha^* = r_\alpha(\eta_c^*) \quad \text{where} \quad \eta_c^* = \arg \min_{\eta_c \in \mathcal{H}} r_\alpha(\eta_c).
$$

**Proof.** See Appendix A. ■

Given random draws of $\phi$ from its posterior, it is straightforward to obtain an approximated volume minimizing credible region by applying the above proposition. Let $\{ \phi_s : s = 1, \ldots, S \}$ be random draws of $\phi$ from its posterior. At each $\eta_c \in \mathcal{H}$, we first calculate $\hat{r}_\alpha(\eta_c)$ the empirical $\alpha$-th quantile of $\overrightarrow{d}_H (\eta_c, H(\phi))$ based on the simulated $\overrightarrow{d}_H (\eta_c, H(\phi_s))$, $s = 1, \ldots, S$. The obtained empirical $\alpha$-th quantile $\hat{r}_\alpha(\eta_c)$ should be a valid approximate for $r_\alpha(\eta_c)$, so we can approximate $(r_\alpha^*, \eta_c^*)$ by finding the minimizer and the minimized value of $\hat{r}_\alpha(\eta_c)$.

### 6.2 Asymptotic Property of the Posterior Lower Credible Region

In this section, we examine the large sample behavior of the volume minimizing credible region in a rather simple situation where $\eta$ is a scalar and $H(\phi)$ is a connected interval for almost all $\phi$. In particular, we investigate a relationship between the volume minimizing posterior lower credible region and the frequentist confidence sets constructed by a level set of a criterion function (Chernozhukov, Hong, and Tamer (2007)), and characterize sufficient conditions under which they are approximately identical in large sample.

In what follows, we restrict our analysis to the case where the sufficient parameter space $\Phi$ is finite dimensional (e.g., Example 2.1 and 2.3 in Section 2.1) and assume the posterior of $\phi$ is consistent in the following sense.
Definition 6.1 (Posterior consistency of $\phi$) Let $B_{\epsilon} = \{ \phi : \| \phi - \phi_0 \| < \epsilon \}$ where $\| \cdot \|$ is some metric in $\Phi$. The posterior of $\phi$ is consistent if, for every $\epsilon > 0$, $\lim_{N \to \infty} F_{\phi|x_N}(B_{\epsilon}|x_N) = 1$, $\hat{p}(x^\infty|\phi_0)$-almost surely.

For finite dimensional $\phi$, sufficient conditions for the posterior consistency are (i) $\mu_\phi$ puts a positive probability in the neighborhood of $\phi_0$, and (ii) the mode of $\hat{p}(x^\infty|\phi)$ is consistent to $\phi_0$ (see Theorem 7.80 of Schervish (1995)).

Let $l_N(\phi)$ be the log likelihood of $\phi$, $l_N(\phi) = \log \hat{p}(x^N|\phi)$, and $\hat{\phi}_N$ be the maximum likelihood estimator (MLE) of $\phi$. Under the regularity conditions (as indicated in Condition 6.1 below), a large sample approximation of the posterior of $\phi$ is given by the multivariate normal distribution centering at MLE (see, e.g., Schervish (1995, Sec 7.4)). Let $\hat{J}_N$ be the sample Fisher Information of $l_N(\phi)$ evaluated at $\hat{\phi}_N$, and consider the second order Taylor approximation of the log-likelihood and the first order approximation of the prior,

$$l_N(\phi) - l_N(\hat{\phi}_N) = -\frac{1}{2}(\phi - \hat{\phi}_N)'\hat{J}_N(\phi - \hat{\phi}_N) + o\left(\|\phi - \hat{\phi}_N\|^2\right),$$

$$\mu_\phi(\phi) - \mu_\phi(\hat{\phi}_N) = \mu'_\phi(\hat{\phi}_N)(\phi - \hat{\phi}_N) + o\left(\|\phi - \hat{\phi}_N\|\right),$$

where $o(\cdot)$ specifies the reminder term of the expansion. Consider a local neighborhood of $\hat{\phi}_N$ shrinking at the rate $\hat{J}_N^{1/2}$ and let $s = \hat{J}_N^{1/2}(\phi - \hat{\phi}_N) \propto O(1)$. Then,

$$l_N(\hat{\phi}_N + \hat{J}_N^{-1/2}s) - l_N(\hat{\phi}_N) = -\frac{1}{2}s's + o\left(\|\hat{J}_N^{-1/2}s\|^2\right),$$

$$\mu_\phi(\hat{\phi}_N + \hat{J}_N^{-1/2}s) - \mu_\phi(\hat{\phi}_N) = \mu'_\phi(\hat{\phi}_N)\hat{J}_N^{-1/2}s + o\left(\|\hat{J}_N^{-1/2}s\|\right).$$

If the likelihood of $\phi$ is regular, it holds $\hat{J}_N = O(N)$ and, accordingly, we obtain

$$\log f_{\phi|x_N}(\phi|x_N) - \log f_{\phi|x_N}(\hat{\phi}_N|x_N) = -\frac{1}{2}s's + O(N^{-1/2})$$

$$\iff f_{\phi|x_N}(\phi|x_N) \propto \exp \left\{-\frac{1}{2}(\phi - \hat{\phi}_N)'\hat{J}_N(\phi - \hat{\phi}_N) + O(N^{-1/2})\right\}. \tag{6.3}$$

This implies that the posterior of $\phi$ in a local neighborhood of $\hat{\phi}_N$ is approximated by the multivariate normal with mean $\hat{\phi}_N$ and variance $\hat{J}_N^{-1}$.

The asymptotic analysis of this section assumes the following conditions.

Condition 6.1 (i) $H(\phi)$ is a nonempty, closed, and connected for almost all $\phi$, i.e., $H(\phi) = [\bar{\eta}(\phi), \tilde{\eta}(\phi)]$ with $\bar{\eta}(\phi) \geq \tilde{\eta}(\phi)$.

(ii) $\phi_0$ lies in the interior of $\Phi$ and $r(\phi_0) \equiv (\bar{\eta}(\phi) - \tilde{\eta}(\phi))/2 > \epsilon > 0$. 
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(iii) \( \hat{p}(x^N|\phi) \) is twice continuously differentiable and \( N^{-1}\hat{J}_N \) converges to a full rank matrix, \( \hat{p}(x^\infty|\phi_0) \)-almost surely.

(iv) \( \mu_\phi(\phi) \) is bounded, continuously differentiable, and the posterior of \( \phi \) is consistent in the sense of Definition 6.1.

(v) The middle point and the radius of \( H(\phi) \) denoted by \( m(\phi) = (\eta(\phi) + \bar{\eta}(\phi)) / 2 \) and \( r(\phi) = (\bar{\eta}(\phi) - \eta(\phi)) / 2 \) are continuously differentiable in \( \phi \) and their derivatives are nonzero at \( \phi_0 \).

Condition (ii) through (iv) are standard in the regular likelihood model, but in the context of the set-identified model, a special attention should be paid to condition (ii). The positive radius condition \( r(\phi_0) > \epsilon > 0 \) that is often implied from \( \phi_0 \in \text{Int}(\Phi) \) (e.g., Example 2.1 in Section 2.2) precludes the case of \( H(\phi_0) \) being a singleton. Some literatures of frequentist inference for partially identified parameters has concerned the case of \( r(\phi_0) = 0 \) and they aim at constructing the confidence intervals for \( \eta \) that have uniformly (over \( \phi \)) valid asymptotic coverage probabilities regardless of \( r(\phi_0) = 0 \) or \( r(\phi_0) > 0 \) (Imbens and Manski (2004) and Stoye (2009)). Although this is a potentially important issue to link inference for the point-identified and set-identified model, our analysis does not consider such uniformity issue for the frequentist coverage property of our set estimator. Condition (v) is imposed in order to approximate the posterior of \( (m(\phi) - m(\hat{\phi}_N), r(\phi) - r(\hat{\phi}_N)) \)' by a bivariate normal distribution.

Note that, as illustrated in Example 1 of Chernozhukov, Hong, and Tamer (2007), we introduce a sample criterion function \( Q_N(\eta) \) that measures a distance from \( \eta \) to the nearest point within the sample identified set, \( \left[ \hat{\eta}(\hat{\phi}_N), \bar{\eta}(\hat{\phi}_N) \right] \). In terms of \( m(\cdot) \) and \( r(\cdot) \), the criterion function is written as

\[
Q_N(\eta) = \left[ \eta - m(\hat{\phi}_N) - r(\hat{\phi}_N) \right]_+ \quad (6.4)
\]

where \([x]_+ \equiv \max\{x, 0\}\). In the criterion function approach, a confidence region for the true identified set \( H(\phi_0) \) with coverage \( \alpha \) is given by a level set,

\[
C(c_\alpha) \equiv \left\{ \eta \in \mathcal{H} : \sqrt{N}Q_N(\eta) \leq c_\alpha \right\},
\]

where the cutoff level \( c_\alpha \) is given by the \( \alpha \)-th quantile of the sampling distribution of \( \sup_{\eta \in H(\phi_0)} \sqrt{N}Q_N(\eta) \).\(^8\)

\(^8\)Chernozhukov, Hong, and Tamer (2007) demonstrated validity of subsampling to estimate the critical value \( c_\alpha \).
The next proposition provides the condition that, for large $N$, the posterior lower credible region $C_{\alpha\ast}$ of Proposition 6.1 coincides with the level set confidence set $C(c_{\alpha})$ up to the first order approximation error.

**Proposition 6.2** Assume Condition 6.1, and let $(M, R) \sim \mathcal{N}(0, \Sigma)$ be bivariate normal random variables that almost surely approximates the posterior probability law of $m(\phi)$ and $r(\phi)$, i.e., for each $W \subset \mathbb{R}^2$

$$
\lim_{N \to \infty} F_{\phi|X} \left( \sqrt{N} \begin{pmatrix} m(\phi) - m(\hat{\phi}_N) \\ r(\phi) - r(\hat{\phi}_N) \end{pmatrix} \in W \right) = \Phi_2 \left( \Sigma^{-1/2} \begin{pmatrix} M \\ R \end{pmatrix} \in W \right)
$$

where $\Phi_2$ is the distribution function of the standard bivariate Gaussian. Let $\frac{1}{2} < \alpha < 1$.

(i) If $M$ and $R$ are independent, then the difference between $C_{\alpha\ast}$ and $C(c_{\alpha})$ vanishes at the order of $o(N^{-1/2})$, i.e., $\text{Leb}(C_{\alpha\ast} \Delta C(c_{\alpha})) = o(N^{-1/2})$, $p(x^\infty|\hat{\phi}_0)$-almost surely.

(ii) If $M$ and $R$ are correlated, the width of $C_{\alpha\ast}$ is shorter than the width of $C(c_{\alpha})$ and their difference is at the order of $O(N^{-1/2})$, i.e., $\sqrt{N}(\text{Leb}(C(c_{\alpha})) - \text{Leb}(C_{\alpha\ast}))$ is positive and bounded for large $N$, $p(x^\infty|\phi_0)$-almost surely.

**Proof.** See Appendix A. □

This proposition solely compares the width of the two set estimators with two different notions of confidence. The first result of the proposition provides a condition that the two set estimators for $\eta$ coincide. The condition of $M$ and $R$ being independent is equivalent to that the lower and upper bounds of $H(\phi)$ shares the same posterior variance, $\text{Var}(\eta(\phi)|x^N) = \text{Var}(\hat{\eta}(\phi)|x^N)$. In this case, the criterion function based confidence region with the criterion given in (6.4) leads to the first order approximation of the posterior lower credible region. Otherwise, the criterion function based confidence region is wider by $O(N^{-1/2})$ than the posterior lower credible region.

### 7 Conclusion

This paper proposed a robust Bayes analysis for the set-identified models in econometrics. In order to obtain statistical inference and decision procedure that is insensitive to the empirically unreviseable prior knowledge, we introduced the class of prior distributions that contains any unreviseable prior knowledge, and summarized the posterior uncertainty for the model parameters in terms of the posterior lower and upper probabilities of the resulting posterior class. We showed that the posterior lower and upper probabilities can be interpreted
as a posterior probability law of the identified set (Theorem 4.1). This robust-Bayes way of generating the random identified sets is novel in the literature of the partially identified model, and it provides a seamless link between the random set theory and the likelihood based inference for the set identified model (c.f. Beresteau and Molinari (2009)).

We employed the gamma-minimax criterion to develop a conservative point decision rule that is insensitive to the unir revisitible prior knowledge. We showed that, with our choice of prior class, it is feasible to obtain the gamma-minimax decision for the general class of set identified model. The objective function of the gamma-minimax criterion integrates both ambiguity for the set-identified parameters and the posterior uncertainty for the identified components in the model into the single objective function. Therefore, the sample size affects the optimal decision via the reduction of the posterior uncertainty for the identified parameters. In contrast to the standard gamma-minimax decision rule, a non-standard finding in our analysis is that the gamma-minimax optimal action is invariant no matter whether the optimal decision is calculated before and after observing data (Proposition 5.2).

The posterior lower probability is a nonadditive measure so that we cannot plot it as we do for the posterior probability densities. As a way to summarize it, we developed the way to compute the posterior lower credible region as an analogue to the posterior contour set in the standard Bayes procedure. We showed that for the case where the parameter of interest is a scalar, an algorithm to compute the posterior lower credible region is available and easy to implement. We also compared the large sample behavior of the volume minimizing posterior lower credible region with the frequentist confidence regions for the identified set in the criterion function approach, and presented the sufficient condition under which these two confidence regions coincide.

In this article, we precluded observationally restrictive models and assumed throughout that the identified set is nonempty. If we would like to allow for the empty identified set, we should modify the definition of lower and upper probabilities to be the conditional lower and upper probabilities given the random identified set is nonempty.

Also, we left an analysis of the intersected identified set (Manski (2003)) out of scope of this paper, primarily because it is not clear what is a robust Bayes interpretation or justification for taking the intersection of multiple identified sets. Research on these topics is in progress.
Appendix

A Lemma and Proofs

Our proof of Theorem 4.2 uses the following two lemma. The first lemma says that, for a fixed subset $A \in \mathcal{A}$ and every $\mu_\theta \in \mathcal{M}(\mu_\phi)$, the conditional probability $\mu_{\theta|\phi}(A|\phi)$ can be bounded above and below by the two indicator functions $1_{\{\Gamma(\phi) \cap A \neq \emptyset\}}(\phi)$ and $1_{\{\Gamma(\phi) \subset A\}}(\phi)$, respectively. The second lemma states that for each fixed subset $A \in \mathcal{A}$, we can construct the probability measures on the parameter space $(\Theta, \mathcal{A})$, $\mu_\theta^*$ and $\mu_{\theta*}$ that belong to the prior class $\mathcal{M}(\mu_\phi)$ and achieve the upper bound and lower bound of the conditional probabilities obtained in the first lemma. As a corollary of these two lemma, we obtain the theorem.

Lemma A.1 Assume Condition 4.1 (i). For each $A \in \mathcal{A}$,

$$1_{\{\Gamma(\phi) \subset A\}}(\phi) \leq \mu_{\theta|\phi}(A|\phi) \leq 1_{\{\Gamma(\phi) \cap A \neq \emptyset\}}(\phi)$$

holds $\mu_\phi$-almost surely for every $\mu_\theta \in \mathcal{M}(\mu_\phi)$.

Proof of Lemma A.1. Fix $A \in \mathcal{A}$. For notational brevity, let $\Phi_1^A = \{\phi : \Gamma(\phi) \subset A\}$ and $\Phi_0^A = \{\phi : \Gamma(\phi) \cap A = \emptyset\}$. To prove the claim, it suffices to show

$$\int_B 1_{\Phi_1^A}(\phi)d\mu_\phi \leq \int_B \mu_{\theta|\phi}(A|\phi)d\mu_\phi \leq \int_B 1_{(\Phi_0^A)^c}(\phi)d\mu_\phi \quad \text{for every } \mu_\theta \in \mathcal{M}(\mu_\phi) \text{ and } B \in \mathcal{B}, \quad (A.1)$$

where $(\Phi_0^A)^c = \{\phi : \Gamma(\phi) \cap A \neq \emptyset\}$. Let $B \in \mathcal{B}$ and $\mu_\theta \in \mathcal{M}(\mu_\phi)$. Consider

$$\int_B \mu_{\theta|\phi}(A|\phi)d\mu_\phi \geq \int_{B \cap \Phi_1^A} \mu_{\theta|\phi}(A|\phi)d\mu_\phi = \mu_\theta(A \cap \Gamma(B \cap \Phi_1^A))$$

where the equality follows by the definition of conditional distribution. By the construction of $\Phi_1^A$, $\Gamma(B \cap \Phi_1^A) \subset A$, and therefore,

$$\mu_\theta(A \cap \Gamma(B \cap \Phi_1^A)) = \mu_\theta(\Gamma(B \cap \Phi_1^A)) = \mu_\phi(B \cap \Phi_1^A) = \int_B 1_{\Phi_1^A}(\phi)d\mu_\phi.$$

Hence, the first inequality in (A.1) holds.
To show the other inequality, consider
\[ \int_B \mu_{\theta|\phi}(A|\phi) d\mu_\phi = \int_{B\cap \Phi_0^A} \mu_{\theta|\phi}(A|\phi) d\mu_\phi + \int_{B\cap (\Phi_0^A)^c} \mu_{\theta|\phi}(A|\phi) d\mu_\phi. \]

By the construction of \( \Phi_0^A \), \( A \cap \Gamma(B \cap \Phi_0^A) = \emptyset \). So, \( \int_{B\cap \Phi_0^A} \mu_{\theta|\phi}(A|\phi) d\mu_\phi = \mu_\theta(A \cap \Gamma(B \cap \Phi_0^A)) = 0 \) implies
\[
\int_B \mu_{\theta|\phi}(A|\phi) d\mu_\phi = \int_{B\cap (\Phi_0^A)^c} \mu_{\theta|\phi}(A|\phi) d\mu_\phi
\leq \int_B 1_{(\Phi_0^A)^c}(\phi) d\mu_\phi
\]
where the inequality follows because \( \mu_{\theta|\phi}(A|\phi) \leq 1 \), \( \mu_\phi \)-almost surely. Thus, the second inequality in (A.1) is obtained, this completes the proof. \( \square \)

Lemma A.2 Assume Condition 4.1 (i). For each \( A \in \mathcal{A} \), there exist \( \mu_{\theta^*} \in \mathcal{M}(\mu_\phi) \) and \( \mu_\phi^* \in \mathcal{M}(\mu_\phi) \) that achieve the lower and upper bounds of \( \mu_{\theta|\phi}(A|\phi) \) obtained in Lemma A.1.

Proof of Lemma A.2. Fix \( A \in \mathcal{A} \) and let
\[
\Phi_0^A = \{ \phi : \Gamma(\phi) \cap A = \emptyset \},
\Phi_1^A = \{ \phi : \Gamma(\phi) \subset A \},
\Phi_2^A = \{ \phi : \Gamma(\phi) \cap A \neq \emptyset, \Gamma(\phi) \cap A^c \neq \emptyset \},
\]
where each of them belongs to the sufficient parameter \( \sigma \)-algebra \( \mathcal{B} \) by Condition 4.1 (i). Note that \( \Phi_0^A, \Phi_1^A, \) and \( \Phi_2^A \) are mutually disjoint and constitute a measurable partition of \( \Phi \) since \( \Phi_2^A = \Phi \setminus (\Phi_0^A \cup \Phi_1^A) \). By the construction of the prior class \( \mathcal{M}(\mu_\phi) \), \( \mu_\theta \in \mathcal{M}(\mu_\phi) \) if and only if \( \mu_\theta \) is a probability measure on \( (\Theta, \mathcal{A}) \) satisfying
\[
\mu_\phi(B) = \mu_\theta(\Gamma(B)) \quad \text{for all } B \in \mathcal{B}. \quad \text{(A.2)}
\]

Consider a probability measure \( \mu_{\theta^*} \) on \( (\Theta, \mathcal{A}) \) that satisfies (A.2) and
\[
\mu_\phi(\Phi_2^A) = \mu_{\theta^*}(\Gamma(\Phi_2^A)) = \mu_{\theta^*}(\Gamma(\Phi_2^A) \cap A^c),
\]
whose existence is guaranteed since \( \Gamma(\Phi_2^A) \cap A^c \) is never be empty by the construction of \( \Phi_2^A \) as long as \( \Phi_2^A \) is nonempty. This construction of \( \mu_{\theta^*} \) states that the probability \( \mu_\phi(\Phi_2^A) \) that \( \mu_{\theta^*} \) puts on \( \Gamma(\Phi_2^A) \) concentrates on its subset \( \Gamma(\Phi_2^A) \cap A^c \).
For an arbitrary $B \in \mathcal{B}$, consider

$$
\mu_{\theta^*}(A \cap \Gamma(B)) = \mu_{\theta^*}(A \cap \Gamma(B) \cap \Gamma(\Phi_0^A)) + \mu_{\theta^*}(A \cap \Gamma(B) \cap \Gamma(\Phi_1^A)) + \mu_{\theta^*}(A \cap \Gamma(B) \cap \Gamma(\Phi_2^A)).
$$

Recall that, by the construction of $\Phi_j^A$, $j = 0, 1, 2$, and $\mu_{\theta^*}$, $A \cap \Gamma(\Phi_0^A) = \emptyset$, $A \cap \Gamma(B) \cap \Gamma(\Phi_1^A) = \Gamma(B) \cap \Gamma(\Phi_1^A)$, and $\mu_{\theta^*}(A \cap \Gamma(B) \cap \Gamma(\Phi_2^A)) \leq \mu_{\theta^*}(A \cap \Gamma(\Phi_2^A)) = 0$. Hence,

$$
\mu_{\theta^*}(A \cap \Gamma(B)) = \mu_{\theta^*}(\Gamma(B) \cap \Gamma(\Phi_1^A)) = \int_B 1_{\Phi_1^A}(\phi) \mu_\phi.
$$

Since $B \in \mathcal{B}$ is arbitrary, this implies that $\mu_{\theta^*}(A|\phi) = 1_{\Phi_1^A}(\phi)$, $\mu_\phi$-almost surely. Thus, $\mu_{\theta^*}$ achieves the lower bound obtained in Lemma A.1.

Following to the above argument, consider a probability measure $\mu_{\theta^*}$ on $(\Theta, \mathcal{A})$ that satisfies (A.2) and

$$
\mu_{\phi}(\Phi_2^A) = \mu_{\theta^*}(\Gamma(\Phi_2^A)) = \mu_{\theta^*}(\Gamma(\Phi_2^A) \cap A).
$$

Now, in contrast to $\mu_{\theta^*}$, the probability $\mu_{\phi}(\Phi_2^A)$ that $\mu_{\theta^*}$ puts on $\Gamma(\Phi_2^A)$ concentrates on its subset $\Gamma(\Phi_2^A) \cap A$. Note also that we can always construct such $\mu_{\theta^*}$ since by the definition of $\Phi_2^A$, $\Gamma(\Phi_2^A) \cap A$ is nonempty whenever $\Phi_2^A$ is nonempty.

For an arbitrary $B \in \mathcal{B}$, consider,

$$
\mu_{\theta^*}(A \cap \Gamma(B)) = \mu_{\theta^*}(A \cap \Gamma(B) \cap \Gamma(\Phi_0^A)) + \mu_{\theta^*}(A \cap \Gamma(B) \cap \Gamma(\Phi_1^A)) + \mu_{\theta^*}(A \cap \Gamma(B) \cap \Gamma(\Phi_2^A)) = \mu_{\theta^*}(\Gamma(B) \cap \Gamma(\Phi_1^A)) + \mu_{\theta^*}(\Gamma(B) \cap \Gamma(\Phi_2^A)) = \mu_{\theta^*}(\Gamma(B) \cap \Gamma(\Phi_1^A \cup \Phi_2^A)) = \int_B 1_{\Phi_1^A \cup \Phi_2^A}(\phi) d\mu_\phi
$$

where the second equality follows since $A \cap \Gamma(B) \cap \Gamma(\Phi_0^A) = \emptyset$, $A \cap \Gamma(B) \cap \Gamma(\Phi_1^A) = \Gamma(B) \cap \Gamma(\Phi_1^A)$, and $\mu_{\theta^*}(A \cap \Gamma(B) \cap \Gamma(\Phi_2^A)) = \mu_{\theta^*}(\Gamma(B) \cap \Gamma(\Phi_2^A))$. The third equality holds since $\Phi_1^A$ and $\Phi_2^A$ are disjoint. The above equality and $\Phi_1^A \cup \Phi_2^A = (\Phi_0^A)^c$ imply $\mu_{\theta^*}(A|\phi) = 1_{(\Phi_0^A)^c}(\phi)$, $\mu_\phi$-almost surely. Hence, $\mu_{\theta^*}$ attains the lower bound obtained in Lemma A.1. ■

**Proof of Theorem 4.2 (i).** Under the given assumptions, the posterior of $\theta$ is given by (see equation (3.1))

$$
F_{\theta|X}(A) = \int_\Phi \mu_{\theta|\phi}(A|\phi) f_{\phi|X}(\phi|x) d\phi.
$$

Since $f_{\phi|X}(\phi|x) \geq 0$ almost surely and the monotonicity of Lebesgue integral, $F_{\theta|X}(A)$ is minimized and maximized by plugging the lower bound and upper bounds of $\mu_{\theta|\phi}(A|\phi)$ into
the integrand. From Lemma A.1 and Lemma A.2, they are given by \(1_{\{\Gamma(\phi) \subseteq A\}}(\phi)\) and \(1_{\{\Gamma(\phi) \cap A \neq \emptyset\}}(\phi)\). Hence, the conclusion follows.

**Proof of Theorem 4.2 (ii).** For each \(\mu_\theta \in \mathcal{M}(\mu_{\phi})\) and \(A \in \mathcal{A}\), \(F_{\theta|X}(A) \leq F_{\theta|X}(A) \leq F_{\theta|X}^*(A)\) holds by the definition of the lower and upper probabilities. Hence,

\[
\mathcal{G}_\theta = \left\{ G_\theta : F_{\theta|X}(A) \leq G_\theta(A) \leq F_{\theta|X}^*(A) \text{ for every } A \in \mathcal{A} \right\}
\]

contains \(\{F_{\theta|X} : \mu_\theta \in \mathcal{M}(\mu_{\phi})\}\).

To show the converse, recall Theorem 4.2 (i) and Condition 4.1 (ii) implying that the lower and upper probabilities are containment and capacity functional of the random closed set \(\Gamma(\phi)\). Consequently, by applying the Selectionability Theorem of the random set (Molchanov (2005), Theorem 1.2.20), we can ascertain that for each \(G_\theta \in \mathcal{G}_\theta\), there exists a \(\Theta\)-valued random variable \(\xi(\phi)\), so-called a selection of \(\Gamma(\phi)\), such that \(\xi(\phi) \in \Gamma(\phi)\) and \(G_\theta(A) = F_{\theta|X}(\xi(\phi) \in A), A \in \mathcal{A}\). With such selection \(\xi(\phi)\), we consider a probability measure on \((\Theta, \mathcal{A})\), \(\tilde{\mu}_\theta\), defined by

\[
\tilde{\mu}_\theta(A) = \mu_{\phi}(\{\phi : \xi(\phi) \in A\}).
\]

Note such \(\tilde{\mu}_\theta\) belongs to \(\mathcal{M}(\mu_{\phi})\) since for each subset \(B \in \mathcal{B}\) in the sufficient parameter space,

\[
\tilde{\mu}_\theta(\Gamma(B)) = \mu_{\phi}(\{\phi : \xi(\phi) \in \Gamma(B)\}) = \mu_{\phi}(B)
\]

where the second equality holds because \(\{\Gamma(\phi) : \phi \in B\}\) are mutually disjoint and \(\xi(\phi) \in \Gamma(\phi)\) for every \(\phi\).

Since the conditional distribution for \(\tilde{\mu}_\theta(A)\) given \(\phi\) is \(\tilde{\mu}_{\theta|\phi}(A|\phi) = 1_{\{\xi(\phi) \in A\}}(\phi)\), the posterior of \(\theta\) generated from \(\tilde{\mu}_\theta\) is, from (3.1),

\[
\tilde{F}_{\theta|X}(A) = \int 1_{\{\xi(\phi) \in A\}}(\phi)f_{\phi|X}(\phi|x)d\phi = F_{\phi|X}(\xi(\phi) \in A) = G_\theta(A).
\]

Thus, we have shown that, for each \(G_\theta \in \mathcal{G}_\theta\), there exists a prior \(\tilde{\mu}_\theta \in \mathcal{M}(\mu_{\phi})\) with which the posterior coincides with the \(G_\theta\). Hence, \(\mathcal{G}_\theta \subset \{F_{\theta|X} : \mu_\theta \in \mathcal{M}(\mu_{\phi})\}\).

**Proof of Proposition 5.1.** Let \(\mathcal{G}_\theta\) be the class of probability measures on \((\Theta, \mathcal{A})\) as considered in the proof of Theorem 4.2 (ii),

\[
\mathcal{G}_\theta = \left\{ G_\theta : \text{probability measure, } F_{\theta|X}(A) \leq G_\theta(A) \leq F_{\theta|X}^*(A) \text{ for all } A \in \mathcal{A} \right\}.
\]
Graf (1980, Proposition 2.3) showed that if $F_{\theta|X}^*(\cdot)$ is a subadditive alternating capacity of order two and it is regular (Condition 5.1 (ii)), then for any nonnegative measurable function $k : \Theta \to \mathbb{R}_+$

$$
\int k(\theta) dF_{\theta|X}^* = \sup_{G_{\theta} \in \mathcal{G}_\theta} \left\{ \int_\Theta k(\theta) dG_{\theta} \right\}
$$

(A.3)

holds. Since $F_{\theta|X}^*(\cdot)$ is the capacity functional of the random closed set $\Gamma(\phi)$, $F_{\theta|X}^*(\cdot)$ is a subadditive capacity of infinite alternating order by the Choquet Theorem (see, e.g., Molchanov (2005, Sec. 1.1.2-1.1.3)). Furthermore, Theorem 4.1 (ii) implies that $\sup_{G_{\theta} \in \mathcal{G}_\theta} \left\{ \int_\Theta k(\theta) dG_{\theta} \right\}$ is equivalently written as $\sup_{\mu_{\theta} \in \mathcal{M}(\mu_{\phi})} \left\{ \int_\Theta k(\theta) dF_{\theta|X} \right\}$. Hence, setting $k(\theta) = L(h(\theta), a)$ in (A.3) leads to

$$
\int L(h(\theta), a) dF_{\theta|X}^* = \sup_{\mu_{\theta} \in \mathcal{M}(\mu_{\phi})} \left\{ \int_\Theta L(h(\theta), a) dF_{\theta|X} \right\} = \rho(\mu_{\theta}, a).
$$

(A.4)

On the other hand, by the definition of Choquet integral and (??),

$$
\int L(\eta, a) dF_{\eta|X}^* = \int F_{\eta|X}^* \{ \{ \eta : L(\eta, a) \geq t \} \}dt
$$

$$
= \int F_{\theta|X}^* \{ \{ \theta : L(h(\theta), a) \} \}dt
$$

$$
= \int L(h(\theta), a) dF_{\theta|X}^*.
$$

(A.5)

Combining (A.4) and (A.5) yields the first equality of the proposition.

Next, we show the second equality of the proposition. By the definition of the Choquet integral and Theorem 4.1 (iii),

$$
\int L(\eta, a) dF_{\eta|X}^*(\eta) = \int_0^\infty F_{\eta|X}^* \{ \{ \eta : L(\eta, a) \geq t \} \}dt
$$

$$
= \int_0^\infty F_{\phi|X} \{ \{ \phi : \{ \eta : L(\eta, a) \geq t \} \cap H(\phi) \neq \emptyset \} \}dt.
$$

Note that $\{ \eta : L(\eta, a) \geq t \} \cap H(\phi) \neq \emptyset$ is true if and only if $\left\{ \sup_{\eta \in H(\phi)} \{ L(\eta, a) \} \geq t \right\}$. Hence,

$$
\int L(\eta, a) dF_{\eta|X}^*(\eta) = \int_0^\infty F_{\phi|X} \left\{ \phi : \sup_{\theta \in \Gamma(\phi)} \{ L(\theta, a) \} \geq t \right\} dt.
$$
By noting that \(\sup_{\eta \in \Gamma(\phi)} \{L(\eta, \delta)\}\) is nonnegative by Condition 5.1 (i), the Fubini’s theorem yields
\[
\int L(\eta, a)dF^*_\eta(\eta|x) = \int_0^\infty \int_0^\infty 1\{\sup_{\eta \in \Gamma(\phi)} \{L(\eta, a)\} \geq t\}(\phi)dF_\phi|X dt \\
= \int_0^\infty \int_0^\infty 1\{\sup_{\eta \in \Gamma(\phi)} \{L(\eta, a)\} \geq t\}t dtdF_\phi|X \\
= \int_\Phi \sup_{\eta \in H(\phi)} \{L(\eta, a)\} dF_\phi|X. \tag{A.6}
\]

**Proof of Proposition 5.3.** (i) Given that the posterior variance of \(\eta\) is finite for \(\mu_\theta \in \mathcal{M}(\mu_\phi)\), the posterior gamma-minimax regret is well defined and is obtained as
\[
\rho(\mu_\theta, a) - \hat{\rho}(\mu_\theta) = E_{\eta|X} \left[ (a - \hat{\eta}_{\mu_\theta})^2 \right]
\]
where \(\hat{\eta}_{\mu_\theta}\) is the posterior mean of \(\eta\) resulting from prior \(\mu_\theta\). Consider the bounds of \(\hat{\eta}_{\mu_\theta}\) when \(\mu_\theta\) varies over \(\mathcal{M}(\mu_\phi)\),
\[
\bar{\eta}_x \equiv \sup_{\mu_\theta \in \mathcal{M}(\mu_\phi)} \hat{\eta}_{\mu_\theta} = \sup_{\mu_\theta \in \mathcal{M}(\mu_\phi)} \int_\Theta h(\theta) dF_{\theta|X}, \\
\bar{\eta}_x \equiv \inf_{\mu_\theta \in \mathcal{M}(\mu_\phi)} \hat{\eta}_{\mu_\theta} = \inf_{\mu_\theta \in \mathcal{M}(\mu_\phi)} \int_\Theta h(\theta) dF_{\theta|X}.
\]
By the same argument used in obtaining (A.4), (A.5), and (A.6), \(\bar{\eta}_x\) and \(\bar{\eta}_x\) thus defined are equal to
\[
\bar{\eta}_x = E_{\theta|X} \left[ \inf \{\eta : \eta \in H(\phi)\} \right], \\
\bar{\eta}_x = E_{\theta|X} \left[ \sup \{\eta : \eta \in H(\phi)\} \right],
\]
which are assumed to be finite by the finite posterior variance assumption. Therefore, for a fixed \(a \in \mathcal{H}_a\), the posterior gamma-minimax regret is written as
\[
\sup_{\mu_\theta \in \mathcal{M}(\mu_\phi)} \{\rho(\mu_\theta, a) - \hat{\rho}(\mu_\theta)\} = \sup_{\mu_\theta \in \mathcal{M}(\mu_\phi)} E_{\eta|X} \left[ (a - \hat{\eta}_{\mu_\theta})^2 \right] \\
= \begin{cases} 
(\bar{\eta}_x - a)^2 & \text{for } a \leq \frac{\bar{\eta}_x + \bar{\eta}_x}{2}, \\
(\bar{\eta}_x - a)^2 & \text{for } a > \frac{\bar{\eta}_x + \bar{\eta}_x}{2}.
\end{cases}
\]
This is clearly minimized at \(\frac{\bar{\eta}_x + \bar{\eta}_x}{2}\).
(ii) Note that the lower bound of the Bayes risk when \( \mu_\theta \in M(\mu_\phi) \) is written as the average of the posterior variance of \( \eta \) with respect to the marginal distribution of data,

\[
\ell(\mu_\theta) = \inf_\delta \int_X \rho(\mu_\theta, \delta(x)) m(x|\mu_\phi) dx
\]

\[
= \int_X \rho(\mu_\theta) m(x|\mu_\phi) dx
\]

where \( m(x|\mu_\phi) \) is the marginal distribution of data, \( \int_\Theta \tilde{p}(x|\phi) d\mu_\phi \). Therefore, the unconditional regret is written as

\[
r(\mu_\theta, \delta) - \ell(\mu_\theta) = \int_X \left[ \int_\mathcal{H} (\eta - \delta(x))^2 dF_\eta|_x \right] m(x|\mu_\phi) dx - \int_X \rho(\mu_\theta) m(x|\mu_\phi) dx
\]

\[
= \int_X \left[ \rho(\mu_\theta, \delta(x)) - \rho(\mu_\theta) \right] m(x|\mu_\phi) dx.
\]

Since the marginal distribution of data does not depend on \( \mu_\theta \) as long as \( \mu_\phi \) is fixed, the unconditional gamma-minimax regret becomes

\[
\sup_{\mu_\theta \in M(\mu_\phi)} \{ r(\mu_\theta, \delta) - \ell(\mu_\theta) \} = \int_X \sup_{\mu_\theta \in M(\mu_\phi)} \{ \rho(\mu_\theta, a) - \rho(\mu_\theta) \} m(x|\mu_\phi) dx.
\]

This implies that the optimal gamma-minimax regret decision \( \delta^{reg}(x) \) coincides with the posterior gamma-minimax regret action \( a^{reg}_x, \ m(x|\mu_\phi) \)-almost surely.

**Proof of Proposition 6.1.** Let \( \eta_c \) be fixed and \( B_r(\eta_c) \) be a closed ball centered at \( \eta_c \) with radius \( r \). The event \( \{ H(\phi) \subset B_r(\eta_c) \} \) happens if and only if \( \left\{ \overline{d}_H(\eta_c, H(\phi)) \leq r \right\} \). So, \( r_\alpha(\eta_c) \equiv \inf \left\{ r : F_{\phi|x} \left( \left\{ \phi : \overline{d}_H(\eta_c, H(\phi)) \leq r \right\} \right) \geq \alpha \} \) is the radius of the smallest closed ball centered at \( \eta_c \) that contains the random set \( H(\phi) \) with posterior lower probability \( \alpha \). Therefore, finding the minimizer of \( r_\alpha(\eta_c) \) over \( \eta_c \) is equivalent to searching for the center of the smallest ball that contains \( H(\phi) \) with posterior probability \( \alpha \) and the minimum of \( r_\alpha(\eta_c) \) corresponds to its radius.

**Proof of Proposition 6.2.** First, we derive the first-order approximation of the posterior lower credible region under the assumption that \( M \) and \( R \) are independent. Consider writing \( \overline{d}_H(\eta, H(\phi)) \) in terms of \( m(\cdot) \) and \( r(\cdot) \),

\[
\overline{d}_H(\eta, H(\phi)) = |\eta - m(\phi)| + r(\phi)
\]

\[
= |\eta - (m(\phi) - m(\hat{\phi}_N)) - m(\hat{\phi}_N)| + \left[ r(\phi) - r(\hat{\phi}_N) \right] + r(\hat{\phi}_N)
\]

\[
= |\eta - N^{-1/2}M - m(\hat{\phi}_N)| + N^{-1/2}R + r(\hat{\phi}_N) + o(N^{-1/2}).
\]
where the last expression implies the posterior distribution of $\overrightarrow{d}_H(\eta, H(\phi))$ is approximated by the posterior distribution of $|\eta - N^{-1/2}M - m(\hat{\phi}_N)| + N^{-1/2}R + r(\hat{\phi}_N)$. Note that the posterior lower credible region has its center at the value of $\eta$ that minimizes $\alpha$-th quantile of the posterior distribution of $\overrightarrow{d}_H(\eta, H(\phi))$ and its radius is given by that $\alpha$-th quantile. In order to find such value of $\eta$, we look for $\eta^*$ that satisfies $F_{\phi|X}(\overrightarrow{d}_H(\eta^*, H(\phi)) \leq d) \geq F_{\phi|X}(\overrightarrow{d}_H(\eta, H(\phi)) \leq d)$ for every $\eta$ and $d > 0$. For this goal, consider

$$F_{\phi|X}(\overrightarrow{d}_H(\eta, H(\phi)) \leq d) = \text{Pr} \left( |\eta - N^{-1/2}M - m(\hat{\phi}_N)| + N^{-1/2}R + r(\hat{\phi}_N) \leq d \right) + o(N^{-1/2})$$

$$= \int_{-\infty}^{\infty} \text{Pr} \left( |\eta - N^{-1/2}M - m(\hat{\phi}_N)| \leq d - N^{-1/2}R - r(\hat{\phi}_N) \right) f_R(r) dr + o(N^{-1/2})$$

$$= \int_{-\infty}^{\infty} \text{Pr} \left( |\eta - N^{-1/2}M - m(\hat{\phi}_N)| \leq d - N^{-1/2}R - r(\hat{\phi}_N) \right) f_R(r) dr + o(N^{-1/2}),$$

where $f_R$ is the marginal density of $R$. Note that the last line of the above equations follows since $R$ and $M$ are assumed to be independent. Using the formula of the cumulative distribution function of $|Z|$ with $Z \sim \mathcal{N}(\mu, \sigma^2)$,

$$\text{Pr}(|Z| \leq y) = \int_{\frac{-y - \mu}{\sigma}}^{\frac{y + \mu}{\sigma}} \psi(z) dz + \int_{\frac{-y - \mu}{\sigma}}^{\frac{y + \mu}{\sigma}} \psi(z) dz,$$

where $\psi(\cdot)$ is the probability density function of univariate standard normal distribution, the first order condition of $F_{\phi|X}(\overrightarrow{d}_H(\eta, H(\phi)) \leq d)$ with respect to $\eta$ is written as

$$\frac{\partial}{\partial \eta} F_{\phi|X}(\overrightarrow{d}_H(\eta, H(\phi)) \leq d)$$

$$= \int_{-\infty}^{N^{1/2}(d - r(\hat{\phi}_N))} \left[ \psi \left( \frac{d - N^{-1/2}R - r(\hat{\phi}_N) + (\eta - m(\hat{\phi}_N))}{\sigma_M/N^{1/2}} \right) 
\right.$$

$$\left. - \psi \left( \frac{d - N^{-1/2}R - r(\hat{\phi}_N) - (\eta - m(\hat{\phi}_N))}{\sigma_M/N^{1/2}} \right) \right] f_R(r) dr.$$

where $\sigma_M^2 = \text{Var}(M)$. From this first condition, we can claim that $F_{\phi|X}(\overrightarrow{d}_H(\eta, H(\phi)) \leq d)$ is maximized at $\eta = m(\hat{\phi}_N)$ for any $d$, implying that the $\alpha$-quantile of the posterior distribution of $\overrightarrow{d}_H(\eta, H(\phi))$ is minimized at $\eta = m(\hat{\phi}_N)$, and the minimized quantile is obtained as the $\alpha$-th quantile of $|N^{-1/2}M| + N^{-1/2}R$ plus $r(\hat{\phi}_N)$.
On the other hand, if we implement the criterion function approach, we would focus on deriving the \( \alpha \)-th quantile of the repeated sampling distribution of

\[
\sup_{\eta \in \mathcal{H}(\phi_0)} Q_N(\eta) = \sup_{\eta \in [\eta(\phi_0), \bar{\eta}(\phi_0)]} \left[ \eta - \left( m(\hat{\phi}_N) - m(\phi_0) \right) - m(\phi_0) \right] + \left[ r(\phi_0) - r(\hat{\phi}_N) \right] + r(\phi_0)
\]

\[
= \sup_{\eta \in [\eta(\phi_0), \bar{\eta}(\phi_0)]} \left[ \eta - N^{-1/2} M - m(\phi_0) \right] + N^{-1/2} R + o_p(N^{-1/2})
\]

\[
= \sup_{\eta \in [\eta(\phi_0), \bar{\eta}(\phi_0)]} \left[ \eta - N^{-1/2} M - m(\phi_0) \right] + N^{-1/2} R + o_p(N^{-1/2})
\]

where \( M \) and \( R \) approximate the sampling distribution of \( m(\hat{\phi}_N) - m(\phi_0) \) and \( r(\phi_0) - r(\hat{\phi}_N) \). When \( M \geq 0 \), the supremum is attained at \( \eta = \bar{\eta}(\phi_0) \) and, therefore, \( \sup_{\eta \in \mathcal{H}(\phi_0)} Q_N(\eta) = [N^{-1/2} M + N^{-1/2} R]_+ \). Similarly, when \( M < 0 \), the supremum is attained at \( \eta = \eta(\phi_0) \) and \( \sup_{\eta \in \mathcal{H}(\phi_0)} Q_N(\eta) = [-N^{-1/2} M + N^{-1/2} R]_+ \). Therefore, for \( \alpha > 1/2 \), \( c_\alpha \) the \( \alpha \)-th quantile of \( \sup_{\eta \in \mathcal{H}(\phi_0)} Q_N(\eta) \) is that of \( [N^{-1/2} M] + N^{-1/2} R \). Consequently, \( C_N(c_\alpha) \equiv \{ \eta \in \mathcal{H} : Q_N(\eta) \leq c_\alpha \} \) can be seen as an interval centered at \( m(\hat{\phi}_N) \) with radius \( c_\alpha + r(\hat{\phi}_N) \), which coincides with the posterior lower credible region \( C_{\alpha^*} \). This completes the proof of the first statement of the proposition.

In order to show the second statement, consider the case that \( M \) and \( R \) are correlated. Note that even when \( M \) and \( R \) are correlated, the way to obtain the cut-off value for the level set \( c_\alpha \) remains unchanged and \( c_\alpha \) is given by the \( \alpha \)-th quantile of \( |N^{-1/2} M| + N^{-1/2} R \). In contrast, we will show that the \( \alpha \)-quantile of the posterior distribution of \( \bar{d}_H(\eta, H(\phi)) \) cannot be minimized at \( \eta = m(\hat{\phi}_N) \) in the presence of the correlation between \( M \) and \( R \), and therefore the duality between \( C_{\alpha^*} \) and \( C_N(c_\alpha) \) obtained in the previous case does not hold.

Let \( R|M \sim \mathcal{N}(\beta M, \sigma_{R|M}) \) be the conditional distribution of \( R \) given \( M \), and \( f_M \) be the marginal distribution of \( M \). Then, \( F_{\phi|X}(\bar{d}_H(\eta, H(\phi)) \leq d) \) is written as

\[
\int_{-\infty}^{\infty} \left( \frac{\sqrt{N} \left[ (d - r(\hat{\phi}_N)) - (\eta - m(\hat{\phi}_N)) \right] - \beta m}{\sigma_{R|M}} \right)^2 f_M(m)dm
\]

\[
= \int_{-\infty}^{-\infty} \left( \frac{\sqrt{N} \left[ (d - r(\hat{\phi}_N)) - (\eta - m(\hat{\phi}_N)) \right] + (1 - \beta)m}{\sigma_{R|M}} \right)^2 f_M(m)dm
\]

\[
+ \int_{\infty}^{\infty} \left( \frac{\sqrt{N} \left[ (d - r(\hat{\phi}_N)) + (\eta - m(\hat{\phi}_N)) \right] - (1 + \beta)m}{\sigma_{R|M}} \right)^2 f_M(m)dm,
\]
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where $\Psi(\cdot)$ is the cumulative distribution function of the standard normal distribution. The first derivative of $F_{\phi|X}(\bar{d}_H(\eta, H(\phi)) \leq d)$ with respect to $\eta$ evaluated at $\eta = m(\hat{\phi}_N)$ is

$$
\frac{\partial}{\partial \eta} F_{\phi|X}(\bar{d}_H(\eta, H(\phi)) \leq d) \bigg|_{\eta = m(\hat{\phi}_N)} = \frac{\sqrt{N}}{\sigma_{R|M}} \int_0^\infty \left( \psi \left( \frac{\sqrt{N} (d - r(\hat{\phi}_N)) - (1 + \beta) m}{\sigma_{R|M}} \right) 
- \psi \left( \frac{\sqrt{N} (d - r(\hat{\phi}_N)) - (1 - \beta) m}{\sigma_{R|M}} \right) \right) f_M(m) dm.
$$

This indicates that the difference inside the brackets are nonzero $f_M$-almost surely if and only if $\beta = 0$ ($M$ and $R$ are independent). Therefore, $\frac{\partial}{\partial \eta} F_{\phi|X}(\bar{d}_H(\eta, H(\phi)) \leq d) \bigg|_{\eta = m(\hat{\phi}_N)} \neq 0$ for every $d > 0$ and $\eta = m(\hat{\phi}_N)$ does not minimize the quantile of the posterior distribution of $\bar{d}_H(\eta, H(\phi))$. Note that the radius of the criterion function based confidence region is equal to the $\alpha$-th quantile of $|N^{-1/2}M| + N^{-1/2}R$ plus $r(\hat{\phi}_N)$, which is equal to the $\alpha$-th quantile of $\bar{d}_H(m(\hat{\phi}_N), H(\phi))$, and it implies that the width of volume minimizing posterior lower credible region has a smaller radius. Thus, the conclusion follows.

**B Convergence of the Gamma-minimax Decisions**

In this appendix, the asymptotic behavior of the gamma-minimax decision rules analyzed in Section 5 is considered. Let $X^N \in (X^N, \mathcal{X}^N)$ be the size $N$ observations generated from $p(x^N|\phi_0)$ where $(X^N, \mathcal{X}^N)$ is the product space of $N$ copies of $(X, \mathcal{X})$. We denote the infinite product space of $(X, \mathcal{X})$ by $(X^\infty, \mathcal{X}^\infty)$ and a realization of $X^\infty$ by $x^\infty$.

The posterior consistency of $\phi$ in the sense of Definition 6.1 implies $F_{\phi|X^N}$ weakly converges to the point mass measure at $\phi_0$. Therefore, with additional regularity conditions, the posterior gamma-minimax regret criterion (the third expression of (5.3)) converges to $\sup_{\eta \in H(\phi_0)} L(\eta, a)$ so that the posterior gamma-minimax action should converge to $a^*_{x^\infty} \equiv \arg \inf_{a \in \mathcal{H}_a} \left\{ \sup_{\eta \in H(\phi_0)} L(\eta, a) \right\}$, $p(x^\infty|\phi_0)$-almost surely.

**Proposition B.1** Assume the conditions of Proposition 5.1. If (i) the posterior of $\phi$ is consistent in the sense of Definition 6.1, (ii) action space $\mathcal{H}_a$ is compact, (iii) $\sup_{\eta \in H(\phi_0)} L(\eta, a)$ is continuous in $a \in \mathcal{H}_a$ and $a^*_{x^\infty} \equiv \arg \inf_{a \in \mathcal{H}_a} \left\{ \sup_{\eta \in H(\phi_0)} L(\eta, a) \right\}$ uniquely exists, (iv)
there exists a subset $\tilde{H} \subset \mathcal{H}$ such that $H(\phi) \subset \tilde{H}$ at $\phi = \phi_0$ and $\mu_\phi$-almost every $\phi$ and $L(\eta, a)$ is bounded on $\tilde{H} \times \mathcal{H}_a$, and (v) there exists $\epsilon > 0$ and a real-valued function $u(\cdot) : \Phi \to \mathcal{R}$ such that $u(\cdot)$ is continuous at $\phi_0$, $u(\phi_0) = 0$, $u(\cdot)$ is bounded in the $\epsilon$-neighborhood of $\phi_0$, and

$$\sup_{a \in \mathcal{H}_a} \left\| \sup_{\eta \in H(\phi)} L(\eta, a) - \sup_{\eta \in H(\phi_0)} L(\eta, a) \right\| \leq u(\phi) \quad \text{for all } \| \phi - \phi_0 \| < \epsilon.$$  

Then, the posterior gamma-minimax action $a^*_N$ converges to $a^*_{\infty}$, $\hat{p}(x^\infty|\phi_0)$-almost surely.

**Proof.** Let $q_N(a) \equiv \int_{\Phi} \sup_{\eta \in H(\phi)} L(\eta, a) dF_{\phi|X}^N$ and $q(a) \equiv \sup_{\eta \in H(\phi_0)} L(\eta, a)$. Under the given set of assumptions, we will first show $q_N(a)$ uniformly converges to $q(a)$, $\hat{p}(x^\infty|\phi_0)$-almost surely.

Let $B_\epsilon$ be an $\epsilon$-neighborhood of $\phi_0$ as given in assumption (v), and let $M < \infty$ be the upper bound of $L(\eta, a)$ implied in the assumption (iv). The uniform bound of $|q_N(a) - q(a)|$ is obtained as follows,

$$\sup_{a \in \mathcal{H}_a} |q_N(a) - q(a)| = \sup_{a \in \mathcal{H}_a} \left| \int_{\Phi} \left( \sup_{\eta \in H(\phi)} L(\eta, a) - \sup_{\eta \in H(\phi_0)} L(\eta, a) \right) dF_{\phi|X}^N \right|$$

$$\leq \sup_{a \in \mathcal{H}_a} \int_{B_\epsilon^c \cap \Phi} \left| \sup_{\eta \in H(\phi)} L(\eta, a) - \sup_{\eta \in H(\phi_0)} L(\eta, a) \right| dF_{\phi|X}^N$$

$$+ \sup_{a \in \mathcal{H}_a} \int_{B_\epsilon} \left| \sup_{\eta \in H(\phi)} L(\eta, a) - \sup_{\eta \in H(\phi_0)} L(\eta, a) \right| dF_{\phi|X}^N$$

$$\leq \int_{B_\epsilon} u(\phi) dF_{\phi|X}^N + 2MF_{\phi|X}^N (B_\epsilon \cap \Phi)$$

where the last inequality follows by assumption (v) and the boundedness of the loss function (assumption (iv)). By the assumption of posterior consistency, $\lim_{N \to \infty} F_{\phi|X}^N (B_\epsilon \cap \Phi) = 0$ and $\lim_{N \to \infty} \int_{B_\epsilon} u(\phi - \phi_0) dF_{\phi|X}^N = u(0) = 0$, $p(x^\infty|\phi_0)$-almost surely. Therefore, $q_N(a)$ uniformly converges to $q(a)$ almost surely.

By the standard argument of consistency of the minimizers (see, e.g., Theorem 2.1 of Newey and McFadden (1994)), the uniform convergence property established above and assumptions (ii) and (iii) imply $a^*_N$ converges to $a^*_{\infty}$.

When the loss function is specified to be a monotonically increasing function of the metric $\| \eta - a \|$, $a^*_{\infty}$ is given by the center of the smallest circle that contains $H(\phi_0)$. That is, for the case of convex $H(\phi_0)$, the gamma-minimax action asymptotically coincides with a reasonable
midpoint of the true identified set. On the other hand, if $H(\phi_0)$ is not convex, $a_{x}^{*\infty}$ may not be contained in $H(\phi_0)$. Under the conservatism represented by the gamma-minimax criterion, a topological property of the interior of $H(\phi_0)$ does not matter and only the action that minimizes the distance to the extremum point in $H(\phi_0)$ determines the optimal action.

Under the same set of assumptions, it can be shown that the gamma-minimax regret action also converges to $a_{x}^{*\infty}$. Thus, for large sample, we obtain the same action no matter whether we minimize the posterior upper risk or posterior upper regret.
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