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Inverse functions

o f:R"R™

e When can we solve f(x) =y for x?

e Use derivative and what we know about linear equations
to get a local answer
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Inverse

functions e If f(a) = b, expand f around a.
f(x)="f(a)=Dfy(x—a)+n(a,x—a)=y

e If r; is small, we almost have a system of linear equations

Roy's Identity
Comparative

statics Df'aX =y — f(a) + Dfaa

e Know:
e Solution exists if

rankDf, = rank (Df, y — f(a) + Df,a)

e Solution unique and if rankDf, = n
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Theorem (Inverse function)

Let f : R"—R" be continuously differentiable on an open set
E. Let a€ E, f(a) = b, and Df, be invertible . Then
@ there exist open sets U and V such thatae U, be V, f
is one-to-one on U and f(U) =V, and

@ the inverse of f exists and is continuously differentiable on
V' with derivative (fo—l(X))_l.
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Proof.

Choose A such that A HDfa_lH = 1/2. Since Df, is continuous,
there is an open neighborhood U of a such that

| Df, — Df,|| < A for all x € U. For any y € R”, consider
©¥(x) = x + Df; 1 (y — f(x)). Note that

Dy =1 — Df; 1D,
=Df; }(Df, — D) < | Df; || A = % (1)

Then, by the mean value theorem for x1,x € U,

1
e’ (x1) — ¢¥ ()| = || De%(x — x2)|| < 3 X1 — xal| .

. ¥ is a contraction, so it has a unique fixed point. When
©Y(x) = x, it must be that y = f(x). Thus for each y € f(U),
there is at most one x such that f(x) =y. Thatis, f is
one-to-one on U. This proves the first part of the theorem and
that £ exists. Ol
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Definition
Let f: R"—R". f is a contraction mapping on U C R" if for
all x,y € U,

() = fWI < cllx =yl
for some 0 > ¢ < 1.

If f is a contraction mapping, then an x such that f(x) = x is
called a fixed point of the contraction mapping.
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Let f : R"—R" be a contraction mapping on U C R". If
x1 = f(x1) and xo = f(x2) for some x1,xp € U, then x; = xa.

Contraction

mappings
Proof.
Since f is a contraction mapping,
Roy's Identity
I£0a) = FGe)l < ¢l — x|

f(x;) = x;, so
[x1 — x|l < cllx1 — x| .

Since 0 > ¢ < 1, the previous inequality can only be true if
|x1 — x2|]| = 0. Thus, x1 = x.
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Lemma
Let f : R"—R" be a contraction mapping on U C R", and
suppose that f(U) C U. Then f has a unique fixed point.

Proof.

Pick xp € U. As in the discussion before the lemma, construct
the sequence defined by x, = f(x,—1). Each x, € U because
Xp = f(xp—1) € f(U) and f(U) C U by assumption. Since f is
a contraction on U, ||xp+1 — Xal| < ¢"||x1 — x0||, so

limp— oo |[Xn+1 — Xn|l = 0, and {x,} is a Cauchy sequence. Let
x = lim,_ o Xn. Then

[Ix = FOII < llx = xall + [I(x) = F(x0)]

< Ix = xall + ¢ flx = xa

Xxp—x, so for any € > 0 3N, such that if n > N, then
[x = xnll < 75 Then,

Ix = F(x)Il <e

fAar anv e >~ 0 Therefare v — f(yv) ]
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Implicit functions

e Cannot always write conditions of a model as f(x) =y

e Often only f(x,y) = c.
e Using same sort of idea, can get x as a function of y.
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f:R"MR, x €R", y € R™

Have a model that requires f(x,y) = ¢
Know that f(xp, y0) = ¢

Expand f around xp and yp

f(X7Y) :f(XanO) + DXf(Xo,yo)(X - XO) + Dyf(xo,yo)(y - yO) -
N——— N———
nxn nxm
If r small enough,

f(X07y0) + DXf(Xo,yo)(X ) + D f(xo ¥0) (y yO) ~

c
DXf( (c— f(x

X0 7yo)(

a system of linear equations
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Theorem (Implicit function)

Let f : R™™MR" be continuously differentiable on some open
set E and suppose f(xo, yo) = ¢ for some (xo, vo) € E, where
xo € R" and yop € R™. If DXf(XO,yO) is invertible, then there
exists open sets U C R" and W C R"™k with (xq, yo) € U and
Yo € W such that

@ For each y € W there is a unique x such that (x,y) € U
and f(x,y) = c.
@® Define this x as g(y). Then g is continuously
differentiable on W, g(yo) = x0, f(g(y),y) = ¢ for all
-1
y € W, and Dgy, = — (Dxf(xmyo)) Dy fixo.y0)
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Application: Roy's identity

e V(m,p) an indirect utility function

V(m,p) = max U(c) s.t. pc < m. (2)

e expenditure function, E(u, p)

E(u,p) = mcin pcs.t. U(c) > u. (3)

e Observe that V(E(u, p),p) = u (if U continuous and
p#0)
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e Differentiate

oV OE ov

——(E - a5 (E =

am( (u, p),p)api(u, p) + 3[3;( (u,p), p) =0
OF (o) = — om(E(u, p),.
a ] ’ g[\,/l(E(U,P 5 |

Roy's Identity
Comparative

statics ° Shephard’s |emm3 |S

. OE
¢ (u,p) = afp_(U,P),

1

e Roy's identity is
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Comparative statics

Finite horizon macro model.

Production

Budget

Yt = Atkta

C+ + kt+1 = (1 — (5)/(1_— + Atk?

Social planner’s problem

max Zﬁt

{Cf)kt}t 0 +=0

St Ct+kt+1—(1—5)kt+A ka.
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e Lagrangian

C
Zﬂt t +/\t(ct+kt+1 (1= )k — AckY)
{Ckaty t}t 0 +—0

S e First order conditions
Comparative
[ce] : Bie, T =Mt
[ke] : Aec1 =Ae (1= 6) + Acak ™)

[)\t] . Ct + kt+1 :(1 — (5)kt + Atk?
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e Suppose A; changes unexpectedly at time T — 1
e Want to find the change in c1_1, c1, and kT
e Relevant first order conditions

S 0=F(cr,cr-1, kT, AT, AT_1, T2, KT-1)

Comparative

statics CT—l + kT — (]_ — 6)kT_1 - AT_]_kEIX-_l
_ cr — (1— 8)kr — ATk
7y — 7B ((1—0) + Araky™)
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e The implicit function theorem says that

BCT,1
0AT_1
(9CT
0AT_1
Okt
O0AT_1

oF oF
8CT,1 aCT
OF; OF;
8CT,1 8CT
OFs  0F
8CT,1 8CT
1
0
—y-1

VT

oF N\ —1 OF,
Ok AT 1
oF; oF,
Okt AT 1
OF3 OF3
okt AT

0

1
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e Gaussian elimination:

1 0 .
0 1 —(1-19)-

—yer 7t e B (1 - 0) + Araks )~ BATa
1 0 1

~ |0 1 —(1-4)—-A
0 77" '8 ((1-6)+Araks™) —c77BAra(a — 1)
10 1 kg,

~[0 1 —(1-6)—Araks! 0
00 E ye, - 1k‘.;‘. 1

where

E=(re7 B ((1-0) + Araky™)) (1 - 0) + Araky™)
— 7 "BATa(a — 1)kE2 4y
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Paul Schrimpf ak-,— "}/CTV k%— 1 S 0
0AT_1 E
[ ]
aCT . OkT

= 1—08)+ Ararke?
aAT—l 8AT_1 (( )+ TOTKT )7

Roy's Identity

Conpaaie 0cT-1 _ a0 Okt
AT, Tt 9AT

1
kg E — el kg

E
ke, (yc;V*lﬁ (1-0)+ ATakgffl)) (1-0)+
B E
0< der-1 < kT_1

~0AT
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